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Abstract

Today, training of deep learning models is conducted in the direction of learn-

ing using given training data and obtaining results with high overall accuracy for all classes for

the validation data. That is, even if the accuracy of specific classes is very poor, the optimiza-

tion proceeds in the direction of improving the overall accuracy by predicting correct answers

for as many samples as possible regardless of class. Even if additional training is performed to

improve a specific class having poor accuracy, the accuracy of each class fluctuates greatly as

the learning progresses. That is, even if training is stopped at any point, classes that are signif-

icantly less accurate than average accuracy occur. This is an inevitable problem with current

deep learning training methods. In particular, in applications where the accuracy of a specific

class is important, such as medical artificial intelligence systems, this problem can be fatal.

To solve this problem, we need a method to improve the accuracy of the specific target class,

which is important in the given application, while maintaining the overall accuracy.

The first part of this dissertation, we propose the Synaptic Join method that precisely

adjusts the accuracy of a specific class (target class) that the user wants to improve, rather

than performing additional learning on an already learned deep learning model. The proposed

synaptic join method finds active neurons that can improve the accuracy of the target class and

minimize the damage on the accuracy of non-target classes. The active neurons are connected

in the form of synapses to the output neurons to improve the target class. The proposed method
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can tweak the original model according to the user’s request while maintaining the original

model as it is. Also, we introduce a technique that can quickly process synaptic join operations

on the limited memory of multiple GPUs. Experimental results compared to the retraining

methods show that our method can better control and effectively improve the accuracy of target

classes.

In the second part of this dissertation, we propose Network Augmentation with Ac-

tive Neurons. The network augmentation method is one of the widely used techniques to extend

a neural network model or perform transfer learning. The method adds a new hidden layer to the

model that has already been trained and performs fine-tuning to obtain more accurate models or

models that fit the purpose of given applications. However, adding layers to a large-scale deep

neural network model can increase the learning time and the number of parameters required

for training the model. We propose an augmented network with only a small number of active

neurons as input values for efficient training. In addition, unlike general network augmentation,

the proposed method learns only the augmented model while maintaining the original model.

Compared to the depth augmented method, we show that our method can achieve similar or

better accuracy with fewer parameters and shorter training time in all experiments.

In summary, this dissertation proposes the methods to improve the model to suit the

user’s purpose without changing the original deep neural network models. For improving the

accuracy of the target class in the original model while minimizing the effect on the accuracy

of the non-target class, we propose Synaptic Join method. To efficiently augment deep neural

networks, we propose a network augmentation method using active neurons. The proposed

methods are effective and efficient methods of adjusting neural networks according to the user’s

purpose and are useful in customized artificial intelligence service applications.

Keywords: Deep neural networks, synaptic join, network augmentation.
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Chapter 1. Introduction

1.1 Introduction

Deep neural networks have been widely used in many real applications in various areas such

as computer vision [4, 48, 66, 68, 85, 87, 100], speech recognition [8, 21, 31, 36, 40, 64,

102] and natural language processing [18, 20, 41, 65, 88, 91, 96]. In general, they have a

layer-by-layer architecture and are trained using tensor-based operations including convolution

and matrix multiplication. In supervised learning, a neural network is trained to achieve the

maximum overall accuracy through a learning process using given training data. In such cases,

the accuracies of classes are usually different from each other. In particular, the accuracy

of some classes might not be good enough, although these classes are more important than

the other classes in certain applications (e.g., in the medical area) or for certain users (e.g., in

customized AI service). This problem can occur not only for specific classes (e.g., car class)

but also for some kinds of data objects, i.e., implicit sub-classes (e.g., truck objects).

However, it is nontrivial to fix or adjust a neural network to further improve the

accuracy for specific classes or objects after training because the whole network is already

optimized through hundreds of thousands of iterations and there exist complex dependencies

among the features and outputs.

A potential method to improve the accuracy of specific classes selectively is to per-

form additional training (i.e., simple retraining) with a larger loss penalty than that of the other

classes being assigned to the target classes. However, when the model has a complex struc-

ture (e.g., deep neural networks), this simple retraining approach may not be effective to im-

prove the accuracy of the target classes. Fig. 1.1a shows the result of the simple retraining of

– 1 –



a deep neural network for CIFAR-10, performed to improve the accuracy of the class having

the lowest accuracy, i.e., class#3 by assigning a ×1.3 loss penalty to class#3. A network in

network (NIN) model of an overall accuracy of 87.57% [60] is used. The result shows that after

retraining, the accuracy of class#3 is not improved and instead degraded, while the accuracy of

the other classes (e.g., class#5) is improved. Through numerous other experiments, the results

of the weighted retraining method are unpredictable and uncontrollable when using relatively

small loss penalties. Although using considerably large loss penalties could improve the accu-

racy of the target class, it might also adversely influence the results. The red bars in Fig. 1.1a

show the results for the case when a loss penalty of ×100 is assigned to the same class. It can

be note that the accuracy of class#3 considerably improves from 76.1% to 85.5%; however, the

overall accuracy is severely deteriorated from 87.57% to 77.59%.
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(b) Synaptic join

Figure 1.1: Results of the simple retraining and synaptic join method (NIN for CIFAR-10,
target: class#3).

To address this issue, we define a problem involving the adjustment of a given deep

neural network to improve the accuracy of the specific classes, presented as Definition 1. The

specific classes for which the accuracy is intended to be improved are referred to as target

classes, and the other classes are termed as off-target classes. The target classes are user

or application-specific. We consider a deep neural network as a weighted graph consisting

of nodes and edges, where the nodes indicate neurons, and the edges indicate synapses (or
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weights). A given original neural network that is already optimized is denoted as nn. The over-

all accuracy of nn may be maintained by only slightly degrading the accuracy of the off-target

classes while increasing the accuracy of the target classes. We can generate a neural network

having synapses different from those of the original nn by applying one of three types of tweak-

ing processes: adding new synapses across the layers to nn, deleting the existing synapses from

nn, or changing the weights of the existing synapses. We denote the changes in synapses as

∆nn.

Definition 1. For a given deep neural network nn, the problem is to find ∆nn such that

nn + ∆nn can improve the accuracy of the user- or application-specific target classes while

maintaining the original overall accuracy.

In this study, we consider the approach of adding additional synapses to the original

network nn, since the approach of deleting the existing synapses is usually used for compress-

ing neural networks, as described in many existing studies including [16, 33, 34, 35, 38, 51, 51,

54, 56, 99], and the approach of changing the existing weights is similar to the simple retrain-

ing method described above. ∆nn is user- or application-specific, and thus a neural network

nn+∆nn can be made to work differently for different users and applications by only changing

∆nn.

In the first part of this dissertation, we propose the synaptic join method, which adds

additional synapses from some nodes in the hidden layers to the target class nodes across the

layers to improve the accuracy of the target classes almost without sacrificing the accuracies

of the other classes. If a set of nodes {x} in the hidden layers has a relatively stronger signal

than that of the other nodes for a target class, we call the corresponding nodes {x} as active

neurons for the target class. The primary concept of our method is to strengthen the target class

by adding a synapse with a suitable weight from the active neurons to the target class node.

– 3 –



Fig. 1.1b shows the result obtained using the proposed method for the target class#3. The

accuracy of class#3 is considerably and selectively improved while sacrificing the accuracy of

the off-target classes to a limited extent and retaining the same overall accuracy. These findings

indicate that the result obtained using our method is predictable and controllable.

From a technological perspective, it is difficult to find the effective active neurons

from a huge number of possible candidates and to determine the suitable weights of the synapses

between the selected neurons and the target class node. In general, adding new arbitrary

synapses to an already optimized network tends to degrade the accuracy. To overcome this is-

sue, the proposed method finds the effective active neurons and determines the suitable weights

of the synapses between the source and destination.

In the second of this dissertation, we present augmented deep neural networks with

active neurons. Network augmentation is one of the widely used techniques for growing ca-

pacities of network models or transferring knowledge from already trained models [89]. By

inserting new layers and fine-tuning the augmented networks, users can obtain models with

better accuracy or get models that fit the purpose of their application. However, adding layers

in a large-size deep neural network model can cause the model to grow too much in terms of

the number of parameters, thus increase the training time. We propose the augmented net-

works, which feed only the active neurons to a small network model for efficient learning. The

synaptic join method exploits only the linearity of every synapse to tweak a given neural net-

work model; however, the proposed augmentation with active neurons can train models to learn

non-linearity.

– 4 –



1.2 Main contributions

The main contributions of Synaptic Join are as follows:

• We propose a tweaking method for neural networks that can improve the accuracy of

specific classes of interest without performing any retraining.

• We propose an algorithm θ that can evaluate the performance of all the possible candidate

synapses in the training data.

• We propose the synaptic join and synaptic retraining methods based on θ.

• Through extensive experiments, we demonstrate that the proposed methods can control

the test accuracy of the target and off-target classes in a more predictable and controllable

manner than the other methods.

The main contributions of Augmentation with Active Neurons are as follows:

• We propose an augmentation method for neural network models that can efficiently im-

prove the accuracy of all classes without modifying the original models.

• We expand the synaptic retraining method to learn non-linearity by configuring augmented

models as small MLP models.

• Through extensive experiments, we demonstrate that the proposed methods can improve

the accuracy with short training time and small number of parameters.

– 5 –



1.3 Structure of thesis

The structure of this dissertation is organized as follows. Chapter 2 introduces the background

of this dissertation. In Section 2.1, we review commonly used deep neural networks models. In

Section 2.2, we explain about network augmentation method. Chapter 3 describes and evaluates

synaptic join method. Section 3.1 introduces the comparison simple retraining-based methods,

Section 3.2 describes the proposed synaptic join method, and Section 3.3 presents the results of

the experimental evaluation. Chapter 4 describes and evaluates our augmentation method using

active neurons. Chapter 5 discusses the related work of this dissertation. Finally, conclusions

are drawn in Chapter 6.

– 6 –



Chapter 2. Background

2.1 Deep Neural Network Models

2.1.1 Deep Neural Network

Deep neural network (DNN) is a sort of deep learning algorithm that attempts high-level ab-

straction through a combination of a number of nonlinear transducers [6, 14, 30]. The purpose

of DNN is to teach computers how to think of humans by forming and learning artificial neural

networks that resemble human brains. Today, DNN models show high levels of performance in

computer vision [12, 32, 43, 57, 67, 98], speech recognition [3, 5, 58, 63, 69, 76, 77, 97], natural

language processing [7, 19, 22, 29, 80, 95, 101], signal processing [9, 23, 24, 61, 71, 93, 103],

and medical data analysis [10, 11, 15, 26, 28, 52, 55, 72, 75, 79, 82] applications. DNN has

many variations, but in common, numerous hidden layers are stacked, and learning is per-

formed by adjusting the weights connecting hidden neurons so that each hidden neuron can

better express abstract features as the input data passes through each layer.

Learning of DNN is done with an error back-propagation [30] algorithm. Eq 2.1

represents the stochastic gradient descent that updates each weight wij as the model is trained

to solve the multi-class classification problem. At this time, each weight wij is updated through

the stochastic gradient descent method, such as eq 2.1.

∆wij(t+ 1) = ∆wij(t) + γ
∂(−

∑
j dj log(pj))

∂wij

. (2.1)

Where, d represents the target probability for output unit j, p represents the probability output

– 7 –



for j, and −
∑

j dj log(pj) stands for a cost function of cross entropy. γ is the learning rate and

t is the iteration number of the current learning.

2.1.2 Convolutional Neural Networks

A convolutional neural network (CNN) model is one of the most commonly applied DNN

to analyze visual images [86]. CNN is composed of several convolutional layers in charge

of feature abstraction (representation) and artificial neural networks for output to serve user’s

purposes such as classification. With this structure, it is easy to use the input data of a two-

dimensional structure; therefore, it is widely used for processing image, video, audio, and

medical data. Representative algorithms of CNN include LeNet-5, VGG, GoogLeNet, ResNet,

and DenseNet.

LeNet-5 [50] is the name of the CNN model developed in 1998 by Yann LeCun

research team, which first developed CNN. The model has an input layer, three convolution

layers, two subsampling (pooling) layers, one fully-connected layer, and an output layer. In the

convolution layers, feature maps are obtained through a convolution operation using an input

image as 5x5 kernels (filter). The subsampling layers reduce the size of each feature map by

half. Fig 2.1 shows the LeNet-5 model. The calculated feature maps pass through the fully-

connected layer and the output layer to predict the class label. At this time, the loss is calculated

as much as the difference between the output and the actual correct answer, and the kernel and

weight are modified by back-propagating it.

VGGs are relatively simple CNN models developed by Simonyan et al. (2014) [81].

It was developed to improve the accuracy of large-scale image recognition by increasing the

depth of the CNN model. Fig 2.2 shows representative VGG models, VGG16 and VGG19.

Instead of using a convolution layer with a large filter (e.g., 7× 7), VGG consists of a stack of

several convolution layers having small filters of 3× 3 size. This structure has two advantages:

– 8 –
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Figure 2.1: Architecture of LeNet-5 [50].

1) it is possible to learn more non-linearity from the input feature due to the many activation

functions, and 2) it can learn faster because the number of weights to be learned is reduced.

Their study showed that in image classification, the accuracy of VGG models improved with

increasing their depth (up to 19 layers). However, later studies such as He et al. (2015) [37]

pointed out that simply increasing the depth of the model too much has a problem in that

the gradient vanishes in the error back-propagation learning stage, which in turn lowers the

performance.

GoogLeNet was proposed by Szegedy et al. (2014) [83] and achieved the highest per-

formance in the ImageNet Large Scale Visual Recognition Challenge 2014 (ILSVRC2014)[74].

As the depth of networks gets deeper, the number of parameters required for learning and the

amount of computation required for learning increase, and as a result, the risk of falling into

the vanishing gradient [42] problem increases. GoogleNet constructed a model by stacking

inception modules to solve this problem. Fig 2.3a shows a naı̈ve form of the inception module.

Each module extracts features from the input image using a multi-scale Gabor filter [78]. The

1 × 1 convolution filter better preserves the spatial information of the input feature, while the

3× 3 or 5× 5 filter preserves more abstract information. Fig 2.3b shows the inception module

used in GoogLeNet. In this version, a 1 × 1 convolution layer is added to each layer of the

naı̈ve module. The additional 1 × 1 convolution layers can reduce the dimension of feature
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maps, thereby reducing the amount of computation while maintaining feature-related informa-

tion. Fig 2.3c shows the network structure of GoogLeNet. GoogLeNet has auxiliary classifiers

in the middle of the stacked inception layers. The auxiliary classifier plays a role in mitigating

gradient vanishing by generating an error in the middle of the model.

ResNet [37] is a model proposed to solve the phenomenon that the performance

decreases as the layer of the model becomes too deep. As the layer of the model gets deeper,

more differentiation needs to be done, so even if back-propagation is performed, the difference

values become smaller as the layers in front are. As a result, the degree of weight affecting the

output decreases, i.e., a gradient vanishing problem occurs. ResNet overcomes this problem by

introducing skip connections between layers. When input x, output F (x) of block, output of

block with skip connection is F (x)+x. Since the differential gradient is F ′(x)+1, it is possible

to guarantee a minimum gradient of 1 or more; thus, gradient vanishing can be solved. A block

with a skip connection in which input x is directly connected to F (x) is called an identity block,

and its variation, the bottleneck block, is a method of adding x to F (x) after 1× 1 convolution

operation. Usually, a residual block is composed of one identity block and multiple bottleneck

blocks, and several residual blocks are stacked to construct a ResNet model. Fig 2.4 shows the

components of ResNet and an example of the ResNet model. Fig 2.4a shows the identity block,

Fig 2.4b shows the bottleneck block, and Fig 2.4c shows the ResNet-152 model with a total of

152 layers stacked with four residual blocks.

DenseNet [44] has a skip connection similar to ResNet; however, DenseNet connects

each successive layer (i.e., densely connected). That is, L(L+ 1)/2 direct connections exist for

L consecutive convolution layers. Through this structure, DenseNet has the following advan-

tages: alleviate the vanishing gradient, strengthen feature propagation, encourage feature reuse,

and substantially reduce the number of parameters. DenseNet also has a bottleneck structure

similar to ResNet. One difference with ResNet is that it concatenates the input and the output of

– 10 –



the bottleneck rather than adding them. Fig 2.5 shows each component of DenseNet and an ex-

ample of the DenseNet model made from them. Fig 2.5a shows the bottleneck block. Fig 2.5b

shows a dense block with six stacked bottlenecks and densely connected. Fig 2.5c shows the

DenseNet-121 model consisting of four dense blocks and having a total of 121 layers.

2.2 Network Augmentation

The depth augmented (DA) and width augmented (WA) methods [89] are proposed for growing

the topology of a neural network for fine-tuning. Given an already trained model, the DA

method adds a new fully-connected layer after the last representation module, while the WA

method adds a new fully-connected layer aside along with the last representation layer. For the

both methods, parameters in the new layer are randomly initialized. Fig. 2.6 shows examples of

DA and WA models [89] growing form AlexNet [48] structure. Most of deep neural networks

consist of two parts, one is a representation module which extracts features of input example

and the other is classifier module which predicts the label through the extracted features. In

Fig. 2.6a, the original AlexNet has five convolutional layers (from C1 to C5) and two fully-

connected layers (FC6 and FC7) for representation module; the model has one fully connected

layer for classification module. Fig. 2.6b shows DA model which had additional FC7a layer

after the representation module. Fig. 2.6c shows WA model which had additional FC7+ layer

aside along the last representation layer (i.e., FC7 layer).
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(a) VGG 16
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(b) VGG 19

Figure 2.2: An example of VGG models.
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(c) GoogLeNet with auxiliary classifiers

Figure 2.3: Architectures of inception and GoogLeNet.
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(c) ResNet-152

Figure 2.4: An example of the components of ResNet and ResNet-152 model.
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(c) DenseNet-121

Figure 2.5: An example of the components of DenseNet and DenseNet-121 model.
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(b) Depth augmented (DA) AlexNet [89]

����� ��������	�
	��	��	� ��� ��� ��� �������

����

(c) Width augmented (WA) AlexNet [89]

Figure 2.6: An example of DA and WA models on AlexNet.
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Chapter 3. Tweaking Deep Neural Networks

3.1 Simple Retraining Method

The reason that the result of the simple retraining method with a small loss penalty is unpre-

dictable and uncontrollable in Fig. 1.1a is due to the fluctuation of the accuracy of each class

during training. Fig. 3.1a shows the overall and per-class test accuracy curves of a 3-layer

CNN for the SVHN during 115 k iterations. The learning rate starts with 0.001 and is reduced

by 1/10 at 75 k iterations. In the figure, the per-class accuracy fluctuates widely, whereas the

overall accuracy fluctuate narrowly. After reducing the learning rate, the absolute difference

between the overall and per-class accuracy is reduced, but the relative difference is maintained.

Wherever we stop training, some specific per-class accuracy would be much worse than some

other per-class ones.

This result may be unavoidable under the current optimization of a neural network

based on the overall accuracy. We consider the 3-layer CNN trained for the 115 k iterations in

Fig. 3.1a as a given neural network. Class#9 has the lowest accuracy in the CNN, and so, we

set it to the target class. Then, Fig. 3.1b shows the overall and target (class#9) test accuracy

curves of the simple retraining method in the range between 115 k and 135 k iterations using

×1.3 and ×30 loss penalties. Retraining with a small loss penalty (e.g., ×1.3) to the target

class still shows the fluctuation of the per-class accuracy. Thus, it is difficult to improve the

accuracy of the target class in a controllable manner. In general, stopping training at the point

where the target accuracy becomes good, e.g., similar to or larger than the overall accuracy,

makes the accuracy of some of the other classes unpredictably worse. Retraining with a large

loss penalty (e.g., ×30) can improve the target accuracy markedly, but in that case, the overall
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accuracy is degraded severely, as in Fig. 3.1b.
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(b) Overall and class#9 accuracy during simple retraining

Figure 3.1: Overall and per-class test accuracy (3-layer CNN for SVHN, target: class#9)

Table 3.1 shows the target and overall validation accuracy while varying loss penal-

ties between ×1.3 and ×30. We can extract a validation set from the training set and evaluate

the target and the overall accuracy using the validation set for some candidate penalties. We

note that the validation accuracy tends to be a little bit higher than the test accuracy in Sec-

tion 3.3. As the loss penalty increases, the target accuracy increases, while the overall accuracy

decreases. That is, there exists a trade-off between the target and overall accuracy. For the

retraining method, we use a loss penalty that can achieve the best target accuracy while not de-

grading the overall accuracy too much (less than 1.0%) in this dissertation. In Table 3.1, ×2.0

is such a penalty. Determination of proper penalty may be time-consuming since it needs to

repeat a retraining process b times, where b is the number of candidate penalties.
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Table 3.1: Validation accuracy between 126 k and 135 k iterations.

base x1.3 x1.6 x2.0 x5.0 x10 x20 x30
target 91.4 93.0 94.2 95.2 97.1 97.9 98.5 98.5
overall 90.6 90.1 89.9 89.7 88.3 87.2 83.0 81.2

3.2 Synaptic Join Method

In this section, we explain our synaptic join method that can determine the effective synapses

from the active neurons to the target classes and their weights for tweaking neural networks.

We present the tables required for synaptic join in Section 3.2.1 and the algorithm θ that can

evaluate the performance of the synapses using the tables in Section 3.2.2. Then, we explain

the synaptic join method based on θ in Section 3.2.3 and the retraining of the newly added

synapses in Section 3.2.4.

3.2.1 Tables for Join

For determining the new synapses on a neural network, we perform a kind of theta join between

two large-scale information tables: vertex table V and class table C. The tables V and C are

extracted from the neural network nn and training data D during feed-forwarding D through

nn once. Theta (θ) join[27] indicates a binary operator between given two tables that returns a

set of tuple pairs satisfying a user-defined condition θ. Synaptic join is named after theta join

for creating new synapses. We note that synaptic join is for tweaking the behavior of the neural

network for new input (i.e., test) data although V and C are built based on the training data.

We explain V and C by using an example of a simple neural network in Fig. 3.2a.

The table V is extracted from the neurons of the hidden layers of nn and the training data

D. Here, we can extract only interesting neurons rather than every neuron into the table V .

For example, the table V in Fig. 3.2c is built using three neurons in the first hidden layer in

Fig. 3.2a. The table C is extracted from the neurons of the output layer of nn and the training
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data D. For example, since there are two output neurons in Fig. 3.2c, the table C has two rows.

The numbers of columns of both V and C are the same as |D|, i.e., the number of training data

objects.

Synaptic join checks all the pairs in V × C, where each tuple of V and C has |D|

dimensions. We will use the term “tuple” interchangeably with the term “node” (or “neuron”)

in our dissertation. We let a tuple of V be V [i] (i.e., V [i] ∈ V ) and a tuple of C be C[j] (i.e.,

C[j] ∈ C). Then, we assign the value of node V [i] for an input training data D[k] ∈ D to the

k-th column of the tuple V [i], i.e., V [i][k]. Likewise, we assign the value of node C[j] for the

data D[k] ∈ D to the k-th column of the tuple C[j], i.e., C[j][k]. That is, the tables V and C

record all the status of hidden and output neurons of the neural network during each data object

in D passes through the neural network.

For example, we assume |D| = 4 in Fig. 3.2c. For the first data object D[0] =

{0.1, 0.3, 0.4, 0.2}, we assume that the values of the hidden neurons {h0, h1, h2} are {0.3, 0.5,

0.4} and the values of the output neurons {y0, y1} are {0.3, 0.6}. Then, the first column value

of the first tuple of V , i.e., V [0][0] becomes 0.3, and the first column value of the second tuple

of C, i.e., C[1][0] becomes 0.6.

3.2.2 Algorithm θ

The purpose of synaptic join is to find the best pairs in V × C, i.e., the best synapses that

can strengthen the target classes as much as possible without degrading the overall accuracy.

In order to find the best synapses among a lot of possible candidate synapses, we need to

evaluate the performance of a synapse (V [i], C[j]). We present the algorithm θ to evaluate the

performance of a synapse (V [i], C[j]) for a single target class in Algorithm 1.

For the evaluation, we consider a set of auxiliary data structures L, MaxL, and

MaxV , in addition to the V and C tables. L means the array of the ground truth for D, MaxL
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(c) Two tables V and C for four training data

Figure 3.2: An example of synaptic join (|D| = 4).

means the array of class labels when feed-forwarding D, and MaxV means the array of the

maximum values of the output neurons. All these arrays have a length of |D|. Fig. 3.2b shows

examples of L, MaxL, and MaxV . In Fig. 3.2b, L[0] = 0 indicates that the class label of the

first data object D[0] is 0. MaxL[0] = 1 means that the resulting label of feed-forwarding D[0]

is 1, where the maximum value of the output neurons for D[0], i.e., MaxV [0] = 0.6.

For simplicity, we consider a single synapse that can make a target class C[j] as

correct as possible, while ensuring that the off-target classes are never incorrect, in terms of

data set D. Next, the algorithm θ is used to evaluate the performance of a synapse based on the

distribution of all the possible proper weights for the synapse.

The algorithm first finds the set of data objects Dw that correspond to class C[j], but
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are incorrectly classified as belonging to the other classes (Lines 1-4). Similarly, the algorithm

finds the set of data objects Dc that belonging to the off-target classes and are correctly classi-

fied as belonging to the corresponding class (Lines 5-8). If the weight of synapse (V [i], C[j])

satisfies the condition of Eq. 3.1, the synapse will make the data object k ∈ Dw correct, since

the value of neuron V [i] for k multiplied by the weight makes the output value of the class

C[j] for k exceed the existing maximum output value MaxV [k]. We assign the infimum of the

absolute values of the weight satisfying Eq. 3.1 for k to Ew (Lines 9-11).

weight · V [i][k] + C[j][k] > MaxV [k]. (3.1)

Similarly, if the weight of synapse (V [i], C[j]) satisfies the condition of Eq. 3.2, the

synapse will make the data object k ∈ Dc retain its correctness, since the value of neuron V [i]

for k multiplied by the weight ensures that the output value of the class C[j] for k does not

exceed the existing maximum output value MaxV [k]. We assign the supremum of the absolute

values of the weight satisfying Eq. 3.2 for k to Ec (Lines 12-14).

weight · V [i][k] + C[j][k] < MaxV [k]. (3.2)

If the synapse has a weight satisfying both Eq. 3.1 and Eq. 3.2, it could correct some

misclassifications in Dw while retaining correct classifications in Dc. In order to maximize the

number of corrections, we try to find the absolute minimum value in Ec, which we define as

the threshold. Any absolute value in Ew smaller than the threshold satisfies both Eq. 3.1 for

k ∈ Dw and Eq. 3.2 for k ∈ Dc.

We can calculate the threshold corresponding to the maximum range (Line 15) and
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Algorithm 1 θ of Synaptic Join

Input: V [i]; /* a tuple of vertex table */
C[j]; /* a tuple of class table */

Variable: L; /* class label array (ground truth) */
MaxL; /* class label array (result using a DNN) */
MaxV ; /* output value array for MaxL */

Output: 〈threshold, count〉; /* the best edge weight and the number of corrections */
/*Find a set of data objects wrongly classified for C[j] class*/

1: Dw ← ∅;
2: for 0 ≤ k ≤ |D| − 1 do
3: if L[k] = C[j] and L[k] 6= MaxL[k] then
4: Dw ← Dw ∪ {k};

/*Find a set of data objects correctly classified for non-C[j] class*/
5: Dc ← ∅
6: for 0 ≤ k ≤ |D| − 1 do
7: if L[k] 6= C[j] and L[k] = MaxL[k] then
8: Dc ← Dc ∪ {k};

/*Find a set of edge weights that can correct Dw*/
9: Ew ← ∅;

10: for each k ∈ Dw then
11: Ew ← Ew ∪ {MaxV [k]−C[j][k]

V [i][k]+ε1
};

/*ε1 for preventing division by zero*/

/*Find a set of edge weights that retain Dc correct*/
12: Ec ← ∅;
13: for each k ∈ Dc then
14: Ec ← Ec ∪ {MaxV [k]−C[j][k]

V [i][k]+ε1
};

/*Find the maximum edge weight that is harmless to off-target classes*/
15: threshold← min(abs(Ec))− ε2;
16: count← 0;
17: for each w ∈ Ew then
18: if abs(w) ≤ threshold then
19: count← count+ 1;
20: Return 〈threshold, count〉;
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calculate the number of weight values within this range, which is considered as the count (Lines

16-19). We subtract an extremely small value ε2 from the threshold for satisfying the condition

in Eq. 3.2. The threshold value indicates the proper weight of synapse (V [i], C[j]), and the

count value indicates the number of corrections for the training data when adding the synapse

to the neural network.

We present an example of Algorithm 1 using Fig. 3.2. We consider the synapse

between (V [0], C[0]), where the target class is 0, and the off-target class is 1. Dw = {0} since

the set of data objects wrongly classified for the target class is {D[0]}. Likewise, Dc = {3}

since the set of data objects correctly classified for the off-target class is {D[3]}. For simplicity,

we let ε1 = 0.0 and ε2 = 0.01. Then, Ew = {0.6−0.3
0.3

= 1.0} for Dw = {0}, Ec = {0.9−0.2
0.5

=

1.4} for Dc = {3}, and the threshold becomes 1.4− 0.01 = 1.39. Under the value threshold,

the number of corrections, count, becomes 1. Thus, Algorithm 1 returns 〈1.39, 1〉 for the

candidate synapse (V [0], C[0]).

Fig. 3.3 shows the distributions of Ew and Ec for four different synapses picked

from the ResNet56 model for CIFAR-100 used in the experiments. The synapse in Fig. 3.3a

has a count = 2, i.e., the sum of frequencies of Ew (i.e., blue bars) within the range of the

threshold (i.e., green box), in its distribution. Likewise, the synapses in Fig. 3.3b, Fig. 3.3c,

and Fig. 3.3d have count = 4, count = 8, and count = 16, respectively. Fig. 3.3c and

Fig. 3.3d have a wider range of the threshold and a higher count than those shown in Fig. 3.3a

and Fig. 3.3b. That means the former synapses are more target specific and so likely to be more

effective than the latter synapses for improving the corresponding target class. In a distribution,

negative weight values mean that the status of a neuron is also negative for the corresponding

data objects.

Fig. 3.4 shows the distribution of the count for all synapses (a total of 8,192) in a

hidden layer layers of the ResNet56 model for CIFAR-100 used in the experiments. As shown
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(a) count = 2, threshold = 0.481
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(b) count = 4, threshold = 0.92
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(c) count = 8, threshold = 1.60
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(d) count = 16, threshold = 2.09

Figure 3.3: Distributions for Ew and Ec for four synapses picked from ResNet56 for CIFAR-
100.

in the figure, the distribution follows a power law interestingly. Most of the synapses just have

count = 1 or count = 0, i.e., are non-target specific. The synapse of the highest rank has a

count = 16, and the synapses having a count ≥ 8 make up only 0.46% of all the synapses.

We found this kind of power law distribution in all the data and models used in experiments.

Table 3.2 shows the proportions of the high rank synapses having a count ≥ 1
2
max(count),

where max(count) means count of the highest rank synapses. The proportions are between

0.46% and 6.19%. We consider the neurons having a count ≥ 1
2
max(count) as active neurons.

Then, the last column of Table 3.2 shows the number of active neurons.

3.2.3 Synaptic Join Method

Synaptic join method performs Algorithm 1 for all the possible tuple pairs between V and

C, and then, chooses the best synapses. So, the time complexity of synaptic join becomes

O(|V ||C||D|), where |V | is the number of neurons of the base model, |C| is the number of
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Figure 3.4: Distribution of the count of all the synapses in a hidden layer of the ResNet56 for
CIFAR-100.

Table 3.2: Proportions of the high rank synapses.

Data Model
# params
(x1,000)

P (≥ 1
2
max(count))

# active
neurons

CIFAR-100 ResNet18 683 0.68% 8,057
CIFAR-100 ResNet56 869 0.46% 9,968

SVHN 3-layer CNN 89 6.19% 2,789
SVHN DenseNet-40 1,019 0.85% 18,487

SUN-397 DenseNet-121 7,360 2.91% 346,626
ImageNet GoogLeNet 6,990 0.67% 20,949

classes, and |D| is the number of training data objects. We show the time cost in more detail in

Section 3.3.9. A single synapse (V [i], C[j]) can improve the accuracy of a single target class

C[j] by count corrections for the training data by amplifying the signal of V [i] by threshold

times. If the training accuracy of the neural network nn is not 100%, we use the count as a

criterion for the performance of the synapses. We expect that the synapse having the largest the

count is the most effective for the test data as well. If the training accuracy of the neural net-

work is 100%, then Dw and Ew are empty, and so, the count becomes zero for all the synapses.

In this case, we choose the synapse having the maximum threshold under the assumption that

the distribution for test data would be similar to that for the training data.

The synaptic join method adds the top-n synapses instead of a single best synapse for

a target class to avoid overfitting. Here, by default, we divide the weight value of each synapse
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by n since a total of n synapses are connected to the target class. This is a heuristic approach

for reducing the side effect that the overall accuracy is degraded. Adding n synapses together

will have more chance to activate the target classes for test data. We note that the method would

add a total of n× c synapses if the number of target classes is c.

For synaptic join, the value of n tends to affect the target and overall accuracy

slightly. Fig. 3.5 shows the tendency of the target and overall accuracies while varying n

from 1 to 150. Increasing n tends to continuously degrade the target accuracy slightly. On the

contrary, the target accuracy is converged at around n=120, in particular when scale=40.
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Figure 3.5: Target and overall accuracies while varying n (3-layer CNN for SVHN).

If we want to improve the target class largely and intentionally, we can achieve it by

multiplying the weight of top-n synapses by a factor of scale. Fig. 3.6a shows the tendency of

the target and overall training accuracies for 0 ≤ scale ≤ 80. As the scale increases, the target

accuracy tends to increase, but the overall accuracy tends to increase slightly for a while and

then decrease. Fig. 3.6b shows the tendency of the overall training accuracy for scale ≤ 60

whose values are around the original overall accuracy. The reason why the overall accuracy

increases for relatively small scale values is that the target accuracy increases while the overall
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accuracy is maintained.

A heuristic approach for determining n and scale is finding the n value where the

target accuracy is converged and then finding the scale value that can improve the target ac-

curacy as much as possible, but does not degrade the overall accuracy, for the training data.

For example, n=120 in Fig. 3.5 and scale=40 in Fig. 3.6b satisfy such conditions. The opti-

mal n and scale values can vary depending on the base model and the target class. Thus, we

evaluate the target and overall accuracy for some candidate pairs of values using a validation

set in an exhaustive manner and pick the best one. For example, we evaluate [40, 80, 120] for

n and [20, 30, 40] for scale and pick the one. Let α be the number of candidate n values, and

β be the number of candidate scale values. Then, there are a total of α × β configurations.

Since the size of n synapses is quite small, we can load the base model with α configurations

together and evaluate their target and overall accuracies simultaneously while feed-forwarding

the validation set once.

3.2.4 Synaptic Retraining Method

The synaptic join method is a kind of static method that determines a set of synapses and their

weights based on the analysis of training data’s passing through a neural network. Then, there

may be a question: how the weights of the synapses newly added (∆nn) are changed if we

retrain only those synapses with fixing all the weights of the original neural network (nn). We

call this retraining method as synaptic retraining. It tries to maximize the overall accuracy as

a normal training method does. As a result, the target accuracy tends to decreases a little bit,

while the overall accuracy tends to increase a tiny bit, compared to the result of the synaptic

join method.

In fact, the above tendency is an interesting effect of the synaptic join method. A

model like GoogLeNet [83] is already highly optimized, and so, it is difficult to further improve
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(a) Target and overall accuracies for 0 ≤ scale ≤ 80
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(b) Overall accuracies for 0 ≤ scale ≤ 60

Figure 3.6: Target and overall accuracies while varying the scale (3-layer CNN for SVHN).

its accuracy. The simple retraining method tends to rather degrade the overall accuracy as

explained in Section 2. However, the synaptic retraining method can further improve the overall

accuracy of the model by retraining only the weights of the new synapses for the target classes.

Here, the number of iterations required for synaptic retraining is much smaller than that for

simple retraining, and at the same time, the degree of fluctuation in synaptic retraining is much

smaller than that in simple retraining (e.g., Fig. 3.1), due to a small number of synapses to be

trained.
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3.3 Experimental evaluation

3.3.1 Environments

We use various neural networks for five datasets, SVHN (cropped digits) [62], CIFAR-10,

CIFAR-100 [47], ImageNet (ILSVRC12, classification) [74], and SUN-397 [92]. SVHN is

a real-world color image dataset of the digits obtained from house numbers in Google Street

View images, which consists of 10 classes of digits and contains 73,257 training samples and

26,032 testing samples of 32 × 32 pixels. CIFAR-10 [47] is a collection of color images of

32×32 pixels that contains 10 classes, 5,000 training samples per class, and 1,000 testing sam-

ples per class. CIFAR-100 is similar to CIFAR-10, but contains 100 finer classes, 500 training

samples per class, and 100 testing samples per class. ImageNet consists of 1,000 categorical

real-world images. The numbers of training and testing samples are about 1.2 million and

50,000, respectively. SUN-397 is a skewed and long-tailed dataset of color images for scene

understanding. The dataset consists of 108,754 images of 397 classes, and each class consists

of 100 to 2,361 images. We randomly choose 50 images as test data for each class and use the

remaining 50 to 2,311 images as training data. For both ImageNet and SUN-397, we resized

the images to 256×256 pixels and properly cropped them to satisfy the requirement on the size

of the input for each model.

In all the experiments about our method, we split training samples into training and

validation samples. For SVHN, 2,000 samples per class are used for validation, and the re-

maining samples for training. For CIFAR-10 and CIFAR-100, 2,500 and 250 samples per class

are used for validation, respectively, and the remaining samples for training. For SUN-397 and

ImageNet, 25 and 500 samples per class are used for validation, respectively, and the remaining

samples for training. We performed synaptic join using the training samples and determined

hyperparameters (i.e., n, scale) using the validation samples. Then, we measured the accuracy
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using the test samples.

We explain the neural network models used in the experiments. For SVHN, we

have modified the 3-layer CNN model in [1] by adding a batch normalization layer to each

convolution layer. After training the model for 115 k iterations with a start learning rate of 0.001

and reduced the learning rate by 1/10 at 75 k iterations, the model achieved 88.99% overall test

accuracy. For CIFAR-10, basically, we used a 3-layer CNN model of the structure in [1], where

each convolution layer is followed by pooling and ReLU layers. After 50 k iterations of training

with a learning rate of 0.001, the model achieved 77.9% overall test accuracy. For CIFAR-

100, we have modified ResNet-18 [2] and ResNet-56 [39] models. The ResNet-18 model has

five residual blocks, and each block consists of three or four convolution layers. After 40 k

iterations of training with an initial learning rate of 0.1, which was reduced by a factor of 10

for every 5 k iterations, the model achieved 54.8% overall accuracy. The ResNet-56 model

has three residual groups, and each group has eight residual blocks, and each block consists of

two or three convolution layers. After 64 k iterations of training with an initial learning rate of

0.1, which is reduced by a factor of 10 at 32 k and 48 k iterations, the model achieved 66.1%

overall test accuracy. For ImageNet, we have used the GoogLeNet [83] binary model which has

68.98% overall accuracy (top-1). For more models used in a specific experiment, we explain

them in the corresponding sections.

We conducted all the experiments on a workstation equipped with two Intel Xeon

2.2 GHz CPUs of ten cores (a total of 20 cores), 384 GB main memory, eight NVIDIA GTX

1080Ti GPUs of 11 GB memory, and 10 TB HDD. We trained and ran the models using CAFFE [45].

3.3.2 Comparison with Retraining and Relevant Methods

We first compared our method with the simple retraining method and its variants. We used the

SVHN dataset and the 3-layer CNN model (overall accuracy: 88.99%). We retrained this base
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model using a learning rate of 0.0001 in the retraining methods. We consider class#9 as the

target class, which had the lowest accuracy of 76.26% among all classes. We denote the simple

retraining method with ×2.0 loss penalty as Retraining-1 and its variants as from Retraining-2

to Retraining-5.

We also evaluate a method related to our method, in particular, the calibration method [17,

49]. The calibration method was originally proposed in the studies on zero-shot learning [17,

49]. It uses a hyperparameter µ (0.0 ≤ µ ≤ 1.0) for the target class and (1−µ) for the off-target

classes to calibrate the prediction of a given neural network. The values µ and (1 − µ) mean

prior probabilities that a sample belongs to the target and off-target classes, respectively. The

calibration method simply multiplies the softmax outputs of each target class and that of each

off-target class by the prior probabilities µ and (1−µ), respectively. In general, as µ increases,

the target accuracy increases, while the off-target accuracy decreases.

• Retraining-1: Retraining with 10 k iterations with a ×2.0 loss penalty on the target class

• Retraining-2: Retraining with 10 k iterations with a ×0.9 loss penalty on the off-target

classes (i.e., classes#0-8)

• Retraining-3: Training with 125 k iterations from the beginning with a ×2.0 loss penalty

on the target class

• Retraining-4: Retraining with 10 k iterations with a ×2.0 loss penalty on the target class

and using dropout (rate=0.5)

• Retraining-5: Retraining with 10 k iterations with ×2 oversampling for the target class

• Calibration: Calibrating the softmax output of the original model by varying µ from 0.0

to 1.0

• Synaptic join: Adding new n = 120 synapses to the original model by varying the scale
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from 5 to 45

• Synaptic retraining-1: Retraining the model modified by synaptic join for 10 k iterations

• Synaptic retraining-2: Retraining the model modified by synaptic join for 10 k iterations

with a ×2.0 loss penalty on the target class

Retraining-1 in Fig. 3.7a shows the box plot of the individual accuracy of each

class from 116 K to 125 K retraining iterations. The accuracy of class#7 and class#9 fluctu-

ates severely, while the overall accuracy is relatively stable. Retraining-2 shows a similar ten-

dency to Retraining-1, but a much worse target accuracy (we omit the figure). Retraining-3 in

Fig. 3.7b shows the best average target accuracy among the five retraining methods. Retraining-

4 shows a worse performance than Retraining-1, that is, dropout has no special effects on

tweaking the model (we omit the figure). Retraining-5 in Fig. 3.7c shows a slightly better over-

all accuracy than Retaining-1 and Retaining-3, but a worse target accuracy than them. That

is, using ×2 loss penalty without dropout (i.e., Retaining-1 and Retaining-3) is more effective

for target accuracy than ×2 oversampling (Retraining-5). The detailed results of Retraining

methods (including the omitted figures) are in Appendix A.

Table 3.3 shows the target and overall accuracy of the retraining methods. The first

five rows show the results of the five retraining methods. In those methods, it is difficult to stop

retraining exactly at the point where the target accuracy is improved, and at the same time, each

non-target class accuracy is degraded only a little bit, not too much. It is also difficult to control

the degree of improvement in the target accuracy. Where to stop retraining becomes more

difficult if the target is not a single but multiple classes, since each per-class accuracy fluctuates

almost independently. Furthermore, retraining itself is time consuming, and the changes to the

model are permanent, i.e., irreversible.

We present Calibration in Fig. 3.7d and Synaptic join in Fig. 3.7e in bar plots rather
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Table 3.3: Results of the retraining methods (3-layer CNN for SVHN).

Method Target accuracy Overall accuracy

Retraining-1 91.44 89.50
Retraining-2 85.90 89.70
Retraining-3 91.53 89.51
Retraining-4 89.73 89.18
Retraining-5 90.94 89.68

Calibration 97.19 87.36
Synaptic join 91.97 89.02
Synaptic retraining-1 87.90 90.68
Synaptic retraining-2 91.74 90.59

than box plots, since their per class accuracies do not fluctuate randomly, but are controlled

by parameters such as µ and scale. Calibration in Fig. 3.7d shows that the target accuracy

increases from 0% to 100%, and each off-target accuracy decreases, as µ varies from 0.0 to

1.0. The trend of the overall accuracy is a bit more complex. It largely decreases compared

to the original accuracy when µ = 0.0 due to wrong answers for all the target class images.

Then, it tends to increase due to the increased target accuracy and then decrease due to the

decreased off-target accuracy. In general, we need to determine µ using the validation data.

We can determine it using a simple method that finds the point where the target accuracy is

maximized, and at the same time, the training overall accuracy is not degraded compared to the

original overall accuracy, as we determine scale in Section 3.2.3. Accordingly, we set µ=0.9.

This method tends to achieve a high target accuracy more easily than the other methods, but

its overall accuracy (i.e., 87.36%) tends to be significantly degraded from the original one (i.e.,

88.99%).

Synaptic join in Fig. 3.7e shows the highest target accuracy except Calibration while

maintaining overall accuracy. Compared to Calibration, Synaptic join achieves a better overall

accuracy, and at the same time, its off-target accuracy is more predictable and controllable

by the scale. For example, in Fig. 3.7d, the accuracies of class#5, class#7, and class#8 are
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suddenly decreased as µ increases, while the accuracy of some other classes including class#1

and class#4 is almost not changed. However, Synaptic join has no such a sudden decrease

or constancy in terms of the off-target accuracy. As the scale increases, the target accuracy

increases gradually while each off-target class accuracy decreases a little bit.

In Synaptic retraining-1 (we omit the figure) and Synaptic retraining-2 (in Fig. 3.7f),

all per-class accuracy converges quickly (only for 2-4 k iterations) due to a very small number

of additional parameters (n = 120) and so the heights of box plots are very small. Compared to

Synaptic join, Synaptic retraining-1 improves the overall accuracy by 1.66% while sacrificing

the target accuracy by 4.07%. In fact, Synaptic retraining-1 is equal to normal training of a

small number of new synapses between the target specific hidden neurons and the target out-

put neurons. Since normal training tries to maximize the overall accuracy, and the number of

new synapses is small, Synaptic retraining-1 tends to increase the overall accuracy. However,

it tends to decrease the target accuracy a little bit since it changes the weights of the synapses

which are already almost optimized by Synaptic join to achieve the best target accuracy. Synap-

tic retraining-2 is a synaptic retraining method to use a loss penalty like the retraining methods.

It improves the target accuracy by 3.84% while sacrificing the overall accuracy by 0.09%, com-

pared to Synaptic retraining-1.

In summary, for 3-layer CNN for SVHN, Retraining-3 shows the best overall per-

formance, except Synaptic retraining-1 and Synaptic retraining-2. Although its target accuracy

is slightly worse than Synaptic join, its overall accuracy is surely better than Synaptic join.

However, Synaptic retraining-2 outperforms Retraining-3 in terms of both target and overall

accuracy, which is done by retraining only a very small number of additional parameters cho-

sen by synaptic join with a loss penalty.
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3.3.3 Quantitative Analysis

In this section, we perform some quantitative analysis to measure the performance of the meth-

ods shown in Section 3.3.2. For the analysis, we propose Eq. 3.3, where oi and ti are the

accuracies of the i-th class of an original model and the corresponding tweaked model, respec-

tively. The intuition of Eq. 3.3 is that a method that degrades each per-class accuracy of a

model evenly and as little as possible would be a better method for tweaking the model. To

take account of only the case (ti − oi) < 0 as a penalty, we introduce an indicator function 1i

that returns 1 if tk < ok and 0 otherwise. A larger E value indicates a larger or more uneven

degradation of the per-class accuracy in the tweaked model. Although Eq. 3.3 may not be the

best measure, it would be able to quantify how good a tweaking method is in some aspects.

E =

√√√√ 1

|C|

|C|∑
i=1

(ti − oi)21i (3.3)

Table 3.4 shows the mean and standard deviation (SD) of E for the nine methods.

Since the retraining methods and synaptic retraining methods have different E values at each

1 k iteration, they have both mean (E) and SD (E). In contrast, Calibration and Synaptic join

have a single E value due to no retraining. Synaptic retraining-1 and 2 have a very small

SD (E) value due to the quick convergence and no fluctuation of per-class accuracy after the

convergence. In Table 3.4, the relatively high mean (E) and SD (E) values of the retraining

methods are due to the large and independent fluctuations of the per-class accuracy during the

retraining. The high E value for Calibration is due to the sudden drop of the per-class accuracy

in some classes. Synaptic retraining-1 and 2 have the smallest E value since they improve the

per-class accuracy of most classes and so achieve the best overall accuracy.
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Table 3.4: Quantitative analysis of the methods.

Method mean (E) SD (E)
Retraining-1 3.01 1.90
Retraining-2 2.34 1.72
Retraining-3 3.86 1.75
Retraining-4 3.33 1.30
Retraining-5 2.47 1.25
Calibration 6.22 N/A
Synaptic Join 1.64 N/A
Synaptic Retraining-1 0.62 0.10
Synaptic Retraining-2 0.68 0.11

3.3.4 Evaluation of Different Models for the Same Data

In the experiments using 3-layer CNN for SVHN, Retraining-1, Retraining-3, and Retraining-5

generally show the best performance among the existing methods. In this section, we compare

the three methods with our methods for different network models on the same dataset (i.e.,

SVHN). We use two additional network models, ResNet-20 [39] and DenseNet-40 [44, 104].

ResNet-20 has 272,464 weight parameters and 28,672 hidden neurons, and DenseNet-40 has

1,019,712 parameters and 270,336 neurons. ResNet-20 has achieved 95.0% after 64 k itera-

tions, and DenseNet-40 has achieved 96.0% after 60 k iterations.

Table 3.5 shows the comparison results for ResNet-20 and DenseNet-40. We select

the class of the lowest accuracy as the target class, which is class#7 for both ResNet-20 and

DenseNet-40. For ResNet-20, Synaptic join clearly shows the best target accuracy among all

methods compared. In terms of the overall accuracy, only Retraining-5 is marginally better

than others. For DenseNet-40, Synaptic join still shows the best target accuracy, but in terms

of overall accuracy, Synaptic retraining-1 shows the best accuracy. In terms of the overall

accuracy, all methods except our method degrade the overall accuracy.

The reason why Synaptic join clearly shows a better performance than the existing
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Table 3.5: Comparison of major retraining methods and synaptic join method (ResNet-20 and
DenseNet-40 for SVHN).

Model
[target#]

Methods Avg. target Avg. overall

ResNet-20
[7]

Original 91.9 95.0
Retraining-1 92.1 95.0
Retraining-3 93.0 95.0
Retraining-5 92.1 95.1
Synaptic join 95.1 95.0
Synaptic retraining-1 93.0 95.0
Synaptic retraining-2 93.9 95.0

DenseNet-40
[7]

Original 95.0 96.0
Retraining-1 95.8 94.4
Retraining-3 96.3 94.9
Retraining-5 96.6 95.0
Synaptic join 97.1 96.0
Synaptic retraining-1 96.6 96.3
Synaptic retraining-2 97.0 96.1

retraining methods in Table 3.5 is that both ResNet-20 and DenseNet-40 are larger than 3-

layer CNN in terms of parameters and so can exploit much more number of active neurons for

tweaking the networks. Fig. 3.8 shows the correlation between the number of parameters of the

network models in Table 3.2 and the number of their active neurons. Since SV RN (ResNet-

20 for SVHN) has zero count due to 100% training accuracy, we mark it as a vertical line in

Fig. 3.8. In this case, we use threshold instead of count as explained in Section 3.2. In general,

it is likely that Synaptic join can pick better (i.e., target-specific) n hidden neurons and connect

them to the target classes, as the number of active (or high threshold) neurons increase.

3.3.5 Distribution of Synapses

Fig. 3.9 shows the distribution of the active neurons that are selected by synaptic join across the

layers. Each layer shows the number of active neurons and the percentage of those active neu-

rons compared with the total neurons in that layer. For GoogLeNet, we set the worst ten classes
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to the target class with n=30 and show the distribution of the 300 active neurons selected. For

3-layer CNN, we set the worst class to the target class with n=120 and show the distribution of

the 120 active neurons selected.

The result shows that both models tend to have more number of selected active neu-

rons at lower-level layers. It makes sense because there are more number of neurons at lower-

level layers, and at the same time, a lower-level layer tends to capture the relatively simple

features specific to each class. However, in terms of percentage, 3-layer CNN has the largest

percentage in the highest (i.e., deepest)-level layer. GoogLeNet has 50,176 and 1,000 neurons

at the highest-level and output layers, respectively (i.e., about 50:1 ratio), while 3-layer CNN

has 4,096 and 10 neurons (i.e., about 400:1 ratio). Thus, it is likely that 3-layer CNN has more

neurons specific to each class at the highest-level layer.

3.3.6 Characteristics of Synaptic Join

As explained in Section 3.3, we basically use the count as a criterion for the performance

of synapses, but should use the threshold as the criterion if the count is unavailable. Here,

we compare the effectiveness of both the criteria using the ResNet18 model for CIFAR-100.

The original overall accuracy of the model is 54.8%. Table 3.6 presents the test accuracy of

synaptic join for three different target classes, i.e., class#22 (chimpanzee), class#26 (crab), and

class#51 (mushroom), when using the top-20 synapses sorted by the count and the threshold.

Here, we select the classes of the median accuracy rather than those of the lowest accuracy. For

all the three classes, using the count achieves better target accuracy than using the threshold.

Both the criteria achieve the same overall accuracy.

Table 3.7 shows the results when we apply synaptic join to the three different target

classes of the lowest (class#9), median (class#6), and highest (class#0) accuracies. The effect
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Table 3.6: Results of synaptic join using the two different criteria, count and
threshold (ResNet18 for CIFAR-100).

Target Accuracy Original By count By threshold
class#22 target 52.0 59.0 55.0

(chimpanzee) overall 54.8 54.7 54.7
class#26 target 51.0 56.0 56.0

(crab) overall 54.8 54.8 54.8
class#51 target 51.0 56.0 55.0

(mushroom) overall 54.8 54.8 54.8

of synaptic join gets larger as the target class has lower accuracy. The target accuracy of

class#9 (lowest) increases by 15.71%, while that of class#0 (highest) only by 0.17%.

Table 3.7: Results of synaptic join for three target classes of the lowest, median, and highest
accuracies (3-layer CNN for SVHN).

Target class#
9

(lowest)
6

(median)
0

(highest)

Target accuracy
91.97 90.34 96.23

(+15.71) (+2.92) (+0.17)

Overall accuracy
89.02 89.01 88.99

(+0.03) (+0.02) (+0.00)

Table 3.8 shows the result when we apply synaptic join to multiple target classes.

We select a total of c classes of the lowest accuracy and apply synaptic join to them. We

vary c from c = 2 to c = 10 (i.e., all the classes). The target accuracy in Table 3.8 means

the average accuracy of the c classes after synaptic join. As c increases, the effect of the

improvement of the target accuracy decreases gradually from 6.53% (c = 2) to 0.38% (c = 10).

The overall accuracy is improved and converges to 89.37% by increasing c. We note that

the overall accuracy when c = 1 (i.e., 89.03%) is lower than that when c = 2 (i.e., 89.27%).

Consequently, the overall accuracy tends to be improved by adding the synapses to more target

classes and converged to a certain accuracy.
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Table 3.8: Results of synaptic join for multiple target classes (3-layer CNN for SVHN, n =
40).

Accuracy c=2 c=4 c=6 c=8 c=10

Target
83.5 81.52 84.03 86.53 89.37

(+6.53) (+2.64) (+1.70) (+1.04) (+0.38)

Overall
89.27 89.33 89.38 89.37 89.37

(+0.28) (+0.34) (+0.39) (+0.38) (+0.38)

3.3.7 Characteristics of Synaptic Retraining

In this section, we investigate the effect of the combination of synaptic join and synaptic re-

training, in particular, Synaptic retraining-1. Synaptic join can choose a small number of target

specific synapses. Synaptic retraining can train the weights of the synapses quickly through

a small number of iterations. Here is a possible new optimization strategy that exploits both.

The strategy is repeating a pair of synaptic join (i.e., choosing synapses) and synaptic retrain-

ing (i.e., training the synapses) in a progressive manner. The motivation of the strategy is further

optimization of a neural network already trained by further training only the worst classes. In

detail, the strategy chooses the worst classes as target classes, adds new synapses for them,

and performs synaptic retraining for the synapses. The strategy repeats the above process by

narrowing the scope of optimization (i.e., the number of target classes).

We evaluate the proposed strategy using GoogLeNet for the ImageNet (ILSVRC12)

dataset described in Section 3.3.1 (top-1 accuracy: 68.98%). We denote synaptic join for 100

target classes as J100 and synaptic retraining for 100 target classes as R100. The number of

synapses per class is n = 30, and the number of iterations for retraining is 20 k with a learning

rate of 10-6. Table 3.9 shows the results of the proposed strategy while varying the steps of

optimization. We consider ten classes having the lowest accuracy as the final target classes.

In the table, Expr#1 shows that a single synaptic join J10 for the target classes improves their

average target accuracy by 8.6%. Here, the overall accuracy is not changed due to being offset
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by the degradation of some off-target accuracies. In Expr#2, we perform a pair of synaptic

join and retraining for the 100 target classes (i.e., J100+R100), another pair of synaptic join and

retraining for the ten target classes (i.e., J10+R10) and the final synaptic join for the ten target

classes (i.e., J10). Expr#2 achieves a better result than Expr#1 in terms of both target and overall

accuracy. In Expr#3, we add one more pair J50+R50 in the middle of the steps, and so, the scope

of the target classes is narrowed down more gradually. As a result, Expr#3 achieves a better

result than that of Expr#2.

We note that the above strategy is not the main method we propose for tweaking

neural networks. A generalization of the strategy for various networks and datasets would be

beyond the scope of this dissertation. We, however, believe that the strategy gives some hints

about a post-optimization (not tweaking) method of neural networks.

Table 3.9: Results of repeating synaptic join and retraining.

Expr# Steps Target Overall

1 J10
23.40 68.98

(+8.60) (+0.00)

2 J100+R100+J10+R10+J10
25.40 68.99

(+10.60) (+0.01)

3 J100+R100+J50+R50+J10+R10+J10
26.20 69.02

(+11.40) (+0.04)

3.3.8 Synaptic Join for Imbalanced Data

In this section, we evaluate synaptic join for imbalanced data, in particular, the SUN-397

dataset [92], described in Section 3.3.1. We prepare the base model by fine-tuning a pre-

trained DenseNet-121 model for ImageNet as explained in [90], which has an overall accuracy

of 49.8%. The oversampling method addressed in [90] oversamples the training data of each

class to 2,311 images.
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Due to data imbalance, the base model demonstrates quite low performance for the

data-poor tail classes. It shows the average accuracy of 31.1% for the top 50 tail classes and

the one of 35.2% for the top 100 tail classes. Fig. 3.10 shows the results of the oversampling

method and our Synaptic join for the top 50 tail classes (c=50). In the figure, the x-axis means

397 classes, where the leftmost one indicates the top 1 head class, and the rightmost one the

top 1 tail class. The zero value on the y-axis means the original accuracy of the base model

for each class. The blue and orange bars in the figure indicate accuracy gains. Synaptic join

improves the tail classes in a more controllable manner compared to the oversampling method.

Table 3.10 shows the accuracies while varying the number of tail classes. The accuracies of

Synaptic join are better than those of the oversampling method for c=50 and c=100, while the

former becomes smaller than the latter for c=150. That is, Synaptic join methods tend to be

effective for a relatively small number of tail classes, while the oversampling for a relatively

large number of tail classes (more than about half).

Table 3.10 also shows the results of Retraining-1, 3 and 5. In the middle section

of Table 3.10 (i.e., no oversampling), Synaptic join shows the better performance than them

since it can exploit the best active neurons among a lot of ones existing in DenseNet-121 for

SUN-397, as in Table 3.2 and Fig. 3.8. Applying ×2.0 loss penalty might be only appropri-

ate for the data where each category has equal or similar number of examples, such as SVHN

and ILSVRC12, but not for the highly imbalanced data such as SUN-397. Thus, we evaluate

Retraining-1 and 3 and other methods after making the data balanced via oversampling (i.e.,

2,311 images per class) and preparing the model trained using that data. The last section of

Table 3.10 (i.e., oversampling) shows the results. Although Oversampling + Retraining-1 and

3 are better than Synaptic join, they are worse than Oversampling + Synaptic join. The im-

provement of Retraining-5 after oversampling is not large since it oversamples the data that is
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Table 3.10: Accuracy gains while varying the number of tail classes (DenseNet-121 for SUN-
397).

Method
Target accuracy (%)
c=50 c=100 c=150

Original 31.12 35.20 37.79
Oversampling 49.42 50.80 51.59

Retraining-1 33.68 37.00 39.44
Retraining-3 41.68 44.58 41.11
Retraining-5 34.20 40.84 42.91
Synaptic join 50.08 51.62 51.48
Synaptic retraining-1 37.48 41.16 44.16
Synaptic retraining-2 42.28 45.92 48.32

Oversampling+Retraining-1 52.88 52.22 52.67
Oversampling+Retraining-3 53.44 51.24 52.76
Oversampling+Retraining-5 48.56 50.02 50.64
Oversampling+Synaptic join 58.16 56.42 55.47
Oversampling+Synaptic retraining-1 50.52 53.12 54.91
Oversampling+Synaptic retraining-2 57.00 58.42 59.27

already oversampled. Synaptic retraining-2 tends to be more effective for oversampled data

than imbalanced data, as Retraining-1 does. Thus, Oversampling + Synaptic retraining-2 be-

comes better than Oversampling + Synaptic join, in particular when c = 100 and c = 150.

3.3.9 Time and Space Cost of Synaptic Join

In this section, we evaluate the time and space cost of synaptic join. The cost is proportional

to the three values, |V |, |C|, and |D|, as explained in Section 3.2.3. Since Algorithm 1 can be

executed for each pair of a tuple of V and a tuple ofC independently as in Fig. 3.2, synaptic join

can be easily parallelized using GPUs, where Algorithm 1 is executed as a GPU kernel function.

Using GPUs for synaptic join is a reasonable approach since the base model itself is usually

trained using GPUs. In terms of implementation, we split the table V into chunks (smaller than

the GPU memory), copy all the tables in Fig. 3.2 except V to GPUs, and then, copy each chunk

of V to different GPUs while executing the kernel function.
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Table 3.11 shows the elapsed times of (1) training a based model, (2) retraining the

based model with a loss penalty, (3) performing synaptic join for all hidden neurons, in the same

computer having four GPUs, and (4) performing synaptic retraining on the synapses selected

by synaptic join (c=1 and n=120 for 3-layer CNN and c=10 and n=30 for GoogLeNet) until

convergence. The time cost of synaptic join is much smaller than that of original training and

retraining although we perform synaptic join for all hidden neurons. We note that the current

implementation of synaptic join is not fully optimized, and so, can be further improved in terms

of speed.

The time cost of synaptic retraining is also much smaller than that of the retraining

methods. Since the number of synapses to be trained is small (e.g., 120 for 3-layer CNN, 300

for GoogLeNet), the weights of the synapses are quickly converged (e.g., 5k for 3-layer CNN,

20k for GoogLeNet). In addition, forward propagation of synaptic retraining does not need to

pass through all synapses. The table V stores all the values of hidden neurons including active

ones for every training data. Thus, forward propagation can be done quickly by regarding

the active neurons as input neurons and skipping most of synapses. In terms of seconds per

1 k iterations, synaptic retraining improves the performance of the retraining methods by 7.25

times for 3-layer CNN and 8.14 times for GoogLeNet.

Fig. 3.11 shows the accuracies of Retraining-1 and Synaptic retraining-2 for 3-layer

CNN at the correspondent iterations and time points. Synaptic retraining is more quickly con-

verged than normal retraining, and at the same time, the time per iteration of synaptic retraining

is shorter than that of normal retraining, as explained above. 5 k iterations of synaptic retraining

are done about in 16 seconds, while only about 1.3 k iterations of normal retraining are done

about in 31 seconds.

The time cost of determination of hyperparameters n and scale in Section 3.2.3 is
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Table 3.11: Time cost of training, retraining, synaptic join, and synaptic retraining.

Experiment
SVHN

(3-layer CNN)
ILSVRC12

(GoogLeNet)
# of neurons (|V |) 45,056 1,586,816
# of images (|D|) 73,257 1,281,167
# of classes (|C|) 10 1,000

Training 2,298 sec. (115k) 538,800 sec. (2,400k)
Retraining 232 sec. (10k) 54,090 sec. (240k)
Synaptic join 0.83 sec. 19,422 sec.
Synaptic retraining 16 sec. (5k) 554 sec. (20k)

Training / Retraining 23.2 sec. (1k) 225.4 sec. (1k)
Synaptic retraining 3.2 sec. (1k) 27.7 sec. (1k)

negligible compared to the above cost of Algorithm 1. We obtain a set of hidden neurons with

their 〈threshold, count〉 as a result of Algorithm 1. If we consider the range between nmin and

nmax for n, then we sort all hidden neurons by the count and threshold and select the top-nmax

neurons. We determine both hyperparameters using a validation set, which is usually much

smaller than the training set. The main cost for determination of both hyperparameters is just

feed forwarding using the validation set while storing the following three kinds of values for

each validation sample: (1) the values of output neurons, (2) the values of the top-nmax neurons,

and (3) the weights of synapses between the top-nmax neurons and the target output neurons.

We can calculate validation accuracy for each candidate pair of n and scale only using simple

operations (e.g., matrix addition) on the stored values, and so, determination of n and scale is

done within few tens of seconds.

The space costs for storing the tables V and C in disks are |V | · |D| and |C| · |D|,

respectively, as shown in Fig. 3.2. Synaptic join has no memory problem since it is executed

for each pair of a tuple of V and a tuple of C independently, as explained above. Synaptic

retraining also can be done without a lack of memory, since it requires to load only small parts

of the tables into main memory at once. We denote the set of active neurons by T . Then, as
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explained above, synaptic retraining regards T as input neurons and the T ’s rows of length |D|

in V as input examples. Thus, the amount of data that synaptic retraining needs to access is

only |T | · |D| + |C| · |D|. In addition, synaptic retraining loads only one or a few batches of

the data into main memory at once, as normal training or retraining does. We denote the batch

size by |B|. In our experiments, we used the same batch sizes for normal training/retraining

and synaptic retraining (e.g., |B| = 150 for SVHN and |B| = 64 for ILSVRC12). Thus, the

amount of data that synaptic retraining loads into main memory is just |T | · |B| + |C| · |B|,

which is quite small. For example, even if a 10% of all neurons of GoogLeNet are selected as

active neurons, the size of data loaded is just 158, 682 · 64 · 4 + 1, 000 · 64 · 4 = 41MB, when

using 4-byte floating point numbers.

– 47 –



(a) Retraining-1: ×2.0 loss penalty to the tar-
get class (average target accuracy: 91.44%, average
overall accuracy: 89.50%)

(b) Retraining-3: ×2.0 loss penalty to the target
class from the beginning (average target accuracy:
91.53%, average overall accuracy: 89.51%)

(c) Retraining-5: ×2 oversampling for the tar-
get class (average target accuracy: 90.94%, average
overall accuracy: 89.68%)
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(d) Calibration: varying µ between 0.0 and
1.0 (when µ=0.9, the target accuracy is 97.19%, and
overall accuracy is 87.36%)
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(e) Synaptic join: n=120, varying scale between
5 and 45 (when scale=40, the target accuracy is
91.97%, and overall accuracy is 89.02%)

(f) Synaptic retraining-2: ×2.0 loss penalty to the
target class and n=120 (target accuracy: 91.74%,
overall accuracy: 90.59%).

Figure 3.7: Per-class and overall test accuracies of compared methods (3-layer CNN for
SVHN).
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Figure 3.8: Correlation between the number of parameters and the number of active neu-
rons (SV 3CN: 3-layer CNN for SVHN, SV RN: ResNet-20 for SVHN, SV DN: DenseNet-40
for SVHN, C100 RN18: ResNet18 for CIFAR-100, C100 RN56: ResNet18 for CIFAR-100,
SUN DN: DenseNet-121 for SUN-397, IMG GN: GoogLeNet for ImageNet).
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(a) GoogLeNet
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(b) 3-layer CNN

Figure 3.9: Distribution of active neurons.
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Figure 3.10: Oversampling method and synaptic join (DenseNet-121 for SUN-397, c=50,
n=100, scale=6).
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Figure 3.11: Accuracies of normal retraining and synaptic retraining at equal number of
iterations.
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Chapter 4. Augmenting Deep Neural Networks with Active Neurons

4.1 Augmentation with Active Neurons

In this chapter, we present augmented deep neural networks with active neurons. We call this

augmentation with active neurons method as AAN. The proposed method is similar to but ex-

tended to synaptic retraining. Unlike the previous chapter, which improved only certain classes,

the goal is to improve all classes. This method first selects active neurons to improve all classes,

then constructs small-size networks and augments them to the original base model. Unlike the

synaptic join and synaptic retraining introduced in the previous chapter, we designed the aug-

mented networks in the form of a multi-layer perceptron (MLP) which has a single hidden layer

in order to learn non-linearity in the training process. Also, the proposed augmentation method

does not change the base models during the training phases; in other words, as in Chapter 3.3.9,

by referring to the output values of active neurons and base model determined in tables V and

C (which we call table T ) and using them as inputs, fast training is possible.

Fig 4.1 shows an example of an augmented model in 3-layer CNN on SVHN.

Fig 4.1a shows the concept that our method extracts active neurons from each layer of the

base model, inputs them as hidden layers, and corrects the output. Fig 4.1b shows the AAN

model actually used in our experiment. By using Table T in which active neurons and base

model’s output are already stored as input, the AAN model is efficiently learned without for-

ward propagation of the base model.
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(a) A concept design of augmented networks with a base model (3-layer CNN)
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(b) Actual design of augmented networks

Figure 4.1: Augmented networks with active neurons.

4.2 Experimental Evaluation

4.2.1 Environments

We use various neural networks for four datasets, SVHN (cropped digits) [62], CIFAR-100 [47],

ImageNet (ILSVRC12, classification) [74], and SUN-397 [92]. SVHN is a real-world color im-

age dataset of the digits obtained from house numbers in Google Street View images, which

consists of 10 classes of digits and contains 73,257 training samples and 26,032 testing samples

of 32 × 32 pixels. CIFAR-100 [47] is a collection of color images of 32 × 32 pixels that con-

tains 100 classes, 500 training samples per class, and 100 testing samples per class. ImageNet

consists of 1,000 categorical real-world images. The numbers of training and testing samples

are about 1.2 million and 50,000, respectively. SUN-397 is a skewed and long-tailed dataset of

color images for scene understanding. The dataset consists of 108,754 images of 397 classes,

and each class consists of 100 to 2,361 images. We randomly choose 50 images as test data for
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each class and use the remaining 50 to 2,311 images as training data. For both ImageNet and

SUN-397, we resized the images to 256×256 pixels and properly cropped them to satisfy the

requirement on the size of the input for each model.

In all the experiments, we split training samples into training and validation sam-

ples. For SVHN, 2,000 samples per class are used for validation, and the remaining samples

for training. For SUN-397 and ImageNet, 25 and 500 samples per class are used for valida-

tion, respectively, and the remaining samples for training. We performed synaptic join using

the training samples and determined hyperparameters using the validation samples. Then, we

measured the accuracy using the test samples.

We explain the base neural network models used in the experiments. For SVHN,

we have modified the 3-layer CNN model in [1] by adding a batch normalization layer to each

convolution layer. After training the model for 115 k iterations with a start learning rate of

0.001 and reduced the learning rate by 1/10 at 75 k iterations, the model achieved 88.99%

overall test accuracy. For CIFAR-100, we have modified ResNet-18 [2] and ResNet-56 [39]

models. The ResNet-18 model has five residual blocks, and each block consists of three or

four convolution layers. After 40 k iterations of training with an initial learning rate of 0.1,

which was reduced by a factor of 10 for every 5 k iterations, the model achieved 54.8% overall

accuracy. The ResNet-56 model has three residual groups, and each group has eight residual

blocks, and each block consists of two or three convolution layers. After 64 k iterations of

training with an initial learning rate of 0.1, which is reduced by a factor of 10 at 32 k and 48 k

iterations, the model achieved 66.1% overall test accuracy. For ImageNet, we have used the

GoogLeNet [83] binary model which has 68.98% overall accuracy (top-1). For more models

used in a specific experiment, we explain them in the corresponding sections. For SUN-397,

we prepare the base model by fine-tuning a pre-trained DenseNet-121 model for ImageNet as

explained in [90], which has an overall accuracy of 49.8%.
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We conducted all the experiments on a workstation equipped with two Intel Xeon

2.2 GHz CPUs of ten cores (a total of 20 cores), 384 GB main memory, eight NVIDIA GTX

1080Ti GPUs of 11 GB memory, and 10 TB HDD. We trained and ran the models using

CAFFE [45].

4.2.2 Comparison with DA and WA Method

This chapter compares the depth augmented (DA) method and width augmented (WA) method

with our augmentation with active neurons approach. The DA model is constructed by adding

a fully-connected layer after the last representation module of each base model. The WA model

is constructed by adding a fully-connected layer aside along with the last representation module

of each base model. We add an augmented layer for each DA and WA model, with 512 hidden

units for 3-layer CNN, ResNet-20, and DenseNet-40 models for SVHN data. Unlike the DA

and WA methods, our method no longer uses the base model for training. Instead, our aug-

mented models only require a relatively small amount of parameters because they consist only

of MLPs with fully-connected active neurons and single hidden layers. In the case of 3-layer

CNN for SVHN, a total of 1,000 active neurons are propagated to a hidden layer with 96 units.

The augmented output is then obtained by adding the output of the base model to the output

propagated from the augmented hidden layer. Since the entire outputs of the base model are

simply referenced from the table T , which are already stored during synaptic join operation,

our model does not require any forward-propagation of data to the base model. After that, the

augmented networks are trained using the loss of the final augmented output. Table 4.1 shows

the number of hidden units and active neurons used in the DA models, WA models, and our

models. We selected the optimal value for the size of each unit using the validation sets.

Table 4.2 shows a comparison of the number of parameters between DA and WA
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Table 4.1: Number of hidden units and active neurons used in DA, WA and our models.

Dataset Model
DA WA AAN (ours)

# hidden # hidden # active # hidden
units units neurons units

SVHN
3-layer CNN 512 512 1,000 96
ResNet-20 512 512 300 192

DenseNet-40 512 512 1,600 192

CIFAR-100
ResNet-18 1,024 1,024 4,000 320
ResNet-56 1,024 1,024 3,000 192

ILSVRC12 GoogLeNet 4,096 4,096 6,314 1,024
SUN-397 DenseNet-121 2,048 1,024 11,910 256

models. The numbers of additional parameters of the DA and WA methods for the base models

are proportional to the number of neurons in the layer where augmentation starts, the number

of hidden neurons in the DA and WA layers, and the number of classes. In Table 4.2, all the

numbers of augmented parameters for DA models are smaller than those of the WA models.

The WA model takes the feature maps of the layer before the last layer in the representation

module as the input, whereas the DA model takes the feature maps of the last layer in the

representation module as the input. Since the size of each layer (the size of feature maps) in

deep neural networks usually gets decreased as the depth of the layer becomes deeper, the size

of additional parameters on DA model also smaller than that of WA model.

Table 4.2: Comparison of the number of parameters between DA and WA models.

Dataset Model Original
DA WA

# param
Ratio for

# param
Ratio for

original original

SVHN
3-layer CNN 89.6 K 608 K 679% 1.14 M 1,275%
ResNet-20 272 K 309 K 114% 10.9 M 1,077%

DenseNet-40 1.02 M 1.25 M 123% 2.37 M 872%

CIFAR-100
ResNet-18 684 K 6.58 M 963% 30.2 M 4,429%
ResNet-56 869 K 1.03 M 119% 5.17 M 594%

ILSVRC12 GoogLeNet 6.99 M 20.6 M 295% 184 M 2,639%
SUN-397 DenseNet-121 7.36 M 9.86 M 134% 41.3 M 561%
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Table 4.3 shows a comparison of the number of parameters between DA and our

models. The number of additional parameters of the DA method for the base models is propor-

tional to the number of neurons in the last representation layer, the number of hidden neurons

in the DA layer, and the number of classes. On the other hand, in our method, the number of

whole parameters is only proportional to the number of active neurons, the number of hidden

neurons in the added layer, and the number of classes. The last two columns of the table show

the ratio of the number of parameters for the base models and the DA models, respectively.

Our method can be configured with a small number of parameters less than about 22% of the

original and DA even though the active neurons of a sufficiently large size are used to improve

all classes.

Table 4.3: Comparison of the number of parameters between DA and our models.

Dataset Model Original DA
Synaptic retraining

# param
Ratio for Ratio for
original DA

SVHN
3-layer CNN 89.6 K 608 K 35.2 K 39.2% 5.8%
ResNet-20 272 K 309 K 21.7 K 8.0% 7.0%

DenseNet-40 1.02 M 1.25 M 86.9 K 8.5% 7.0%

CIFAR-100
ResNet-18 684 K 6.58 M 300 K 43.9% 4.6%
ResNet-56 869 K 1.03 M 217 K 25.0% 21.1%

ILSVRC12 GoogLeNet 6.99 M 20.6 M 2.71 M 38.9% 13.2%
SUN-397 DenseNet-121 7.36 M 9.86 M 840 K 11.4% 8.5%

Table 4.4 compares the accuracy of the base model, DA, WA, and our method. In the

case of DA, the accuracy is improved over the original accuracy in most models; However, for

already highly optimized models such as GoogLeNet and ResNet-56, the accuracy was rather

reduced during the retraining process. On the other hand, our method obtained not only better

accuracy in all models than the original even though a small number of parameters were used,

but also mostly better or comparable results than the DA method. Even in GoogLeNet and

ResNet-56 models that the DA method did not improve, our method was able to improve the
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accuracy.

Table 4.4: Comparison of overall accuracy between DA, WA and our models.

Dataset Model
Overall accuracy (%)

Original DA WA AAN

SVHN
3-layer CNN 88.99 90.14 90.88 91.00
ResNet-20 95.00 95.09 94.4 95.08

DenseNet-40 96.00 96.25 94.53 96.19

CIFAR-100
ResNet-18 54.80 54.90 52.32 54.92
ResNet-56 66.10 64.77 65.05 66.21

ILSVRC12 GoogLeNet 68.98 68.80 64.93 69.03
SUN-397 DenseNet-121 49.75 50.06 47.31 50.36

Table 4.5 compares the accuracy of our method to the synaptic join and synaptic

retraining methods introduced in the previous chapter. For the synaptic join and synaptic re-

training methods, the numbers of targets in synaptic join and synaptic retraining for SVHN and

CIFAR-100 datasets are one; the number of targets for ILSVRC12 dataset is 10; the number of

targets for SUN-397 dataset is 50. For the AAN method, the number of targets for each dataset

is the same as the number of classes. Since the AAN method uses more active neurons and

parameters than those of synaptic join and synaptic retraining methods, the overall accuracies

of the AAN method are better for most models.

Table 4.5: Comparison of overall accuracy between synaptic join, synaptic retraining and our
method.

Dataset Model Synaptic join Synaptic retraining AAN

SVHN
3-layer CNN 89.02 (+0.03) 90.68 (+1.69) 91.00 (+2.01)
ResNet-20 95.00 (+0.00) 95.00 (+0.00) 95.08 (+0.08)

DenseNet-40 96.00 (+0.00) 96.30 (+0.30) 96.19 (+0.19)

CIFAR-100
ResNet-18 54.80 (+0.00) 54.83 (+0.03) 54.92 (+0.12)
ResNet-56 66.10 (+0.00) 66.11 (+0.01) 66.21 (+0.11)

ILSVRC12 GoogLeNet 68.98 (+0.00) 68.99 (+0.01) 69.03 (+0.05)
SUN-397 DenseNet-121 50.12 (+0.37) 50.19 (+0.44) 50.36 (+0.61)

Table 4.6 compares the training times per 1 K iterations of original, DA, WA, and
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our models. As the number of parameters increases, DA and WA models need a longer learn-

ing time for the same 1 K iterations. The model with the largest increase in training time is

GoogLeNet, which takes about 514 seconds to train the DA model and 556 seconds to train the

WA model by 1 K iterations. On the other hand, our method requires less than 20% training

time for most models compared to the DA method. Exceptionally, in 3-layer CNN, both the

base model and the DA model have a small model size and a short training time, so the training

time of our method has a ratio of 33.6% for DA method. In particular, even in GoogLeNet, our

method can learn 10 times faster than the DA method and obtain better accuracy.

Table 4.6: Comparison of training time of 1 K iterations between DA, WA and our models.

Dataset Model
Training time (sec.) Ratio for

Original DA WA AAN DA

SVHN
3-layer CNN 23.2 24.1 34.2 8.1 33.6%
ResNet-20 133.6 164.1 181.2 7.8 4.8%

DenseNet-40 254.4 304.7 324.9 14.1 4.6%

CIFAR-100
ResNet-18 120.1 137.6 165.2 22.4 16.3%
ResNet-56 364.1 395.5 426.0 19.1 4.8%

ILSVRC12 GoogLeNet 225.4 514.9 556.3 48.9 9.5%
SUN-397 DenseNet-121 172.5 379.6 401.3 29.6 7.8%
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Chapter 5. Related Work

There are a number of methods that delete existing synapses from the original neural network.

They are widely used for compressing the neural networks in order to save memory space and

computational resources. In particular, they are useful in resource-limited environments such

as mobile devices or embedded systems. Network pruning [34, 35] removes all the synapses

of weights below a threshold from the original network, and so, converts a dense network into

a sparse network. In particular, this pruning method can reduce much of the size and amount

of computations for the networks having many fully connected layers since there exist much

more number of synapses in fully connected layers than convolutional layers. We note that

this method removes the existing synapses having weights around zero, while our method adds

new synapses having weights around zero. Dynamic network surgery [33] has been proposed

to avoid incorrect pruning of the synapses. This method evaluates the importance of every

synapses at each iteration and decides each synapse should be pruned or spliced. Pruning

filters [51] has been proposed to avoid sparse kernels (filters) in convolutional neural networks.

This method prunes the whole sparse (i.e., unimportant) filters with their connected feature

maps to reduce the inference cost of the networks.

The network dissection method [13] tries to interpret a CNN by scoring the semantics

of each hidden unit into six human-labeled visual concepts, which are the scene, object, part,

material, texture, and color. The method evaluates every individual convolutional unit in a CNN

as a solution to a binary segmentation task for every visual concept. In detail, it determines a

threshold Tk for each convolutional unit k such that P (ak ≥ Tk) = 0.005, where ak is the

activation of unit k. Then, after selecting all the regions for which the activation exceeds the

threshold Tk, the score of each unit k as a segmentation for concept c is calculated as a data-
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set-wide Intersection over Union (IoU). This method is similar to our method in terms of the

concept of scoring each hidden unit k during the feed-forwarding, but quite different from

our method in terms of the purpose of scoring and the method of scoring. The scoring of the

network dissection method is for evaluating the quality of the segmentation of each unit. It

also scores each unit for each visual concept individually. In contrast, our method scores each

hidden neuron by considering both the target and off-target classes. Moreover, our method not

only scores a neuron but also calculates a suitable weight from the neuron to the target class

node.

Zero-shot learning [17, 49] aims to solve a task whose instances may not have been

trained. It uses the side information of the classes, i.e., attributes, to infer the label of one of

the unseen classes. It first predicts the attributes of an input image whose class label is unseen

during the training stage, and then, infers the class label of the image by searching the class

which has the most similar set of attributes. Although zero-shot learning itself is not related to

our method, the calibration method proposed in [17, 49] can be used for tweaking the neural

networks, and thus, we compared it with our method. In detail, it calibrates the prediction

for the target class with a prior probability µ and that for the off-target classes with a prior

probability (1−µ) (0.0 ≤ µ ≤ 1.0). In our experiments, it tends to increase the target accuracy

too drastically, and thus, some off-target class accuracies decrease suddenly and unexpectedly.

Recently, there is growing interest in automating designing good neural network ar-

chitectures [25, 46, 53, 59, 70, 73, 84, 94, 105, 106]. There are two major types of network

architecture search (NAS) methods: reinforcement learning-based (RL) methods and evolu-

tionary algorithm-based (EV) methods. RL methods [70, 84, 105, 106] use a controller model

that enumerates a bunch of candidate models and is updated using the validation accuracy of

the candidate models. To reduce the search space, they usually assume a candidate model is

composed of cells having the same architecture and focus on searching for the best cell ar-
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chitecture. A cell is composed of multiple blocks, and each block is composed of multiple

operations, which are selected from a pool of various operations (e.g., convolution, pooling).

EV methods [46, 53, 59, 73, 94] search a good architecture based on evolutionary algorithm.

The population is initialized with models with random architectures, and some models are sam-

pled from that. The model with the highest validation fitness within the samples is selected as

the parent (i.e., exploitation), and a child having a mutation in terms of operations and skip

connections is constructed from the parent (i.e., exploration). The existing NAS methods usu-

ally search for a good architecture in terms of operations. In contrast, synaptic join can be

considered as a greedy heuristic NAS method in terms of synapses.
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Chapter 6. Conclusions

In this dissertation, we proposed Synaptic Join and Augmentation with Active Neurons meth-

ods that could improve the accuracy of a deep neural network model without modifying the

original model.

In Chapter 3, the proposed method tweaks a neural network by adding a small num-

ber of new synapses from the active hidden neurons to the output neurons of the target classes.

We proposed the algorithm θ that can evaluate the performance of all the possible candidate

synapses in the training data. In addition, we proposed the synaptic join and synaptic retraining

methods based on θ. Through experiments, we demonstrated that the methods could control

the test accuracy of the target and off-target classes in a more predictable and controllable man-

ner than the other methods. We note that the model tweaked by the proposed method is not

permanent, i.e., it can be recovered to the original model simply by removing the synapses;

in contrast, the model tweaked by the conventional weight retraining methods is permanent.

We expect that the proposed method can be used to operate a single original neural network

differently by using different user-/application-specific sets of synapses, i.e., this method can

make customized AI service possible without retraining.

In Chapter 4, we proposed augmented deep neural networks with active neurons. The

existing augmentation methods, which insert layers in the original model, usually generate too

large-size models and require a long training time. The proposed method feeds only the active

neurons to a small network model for efficient learning to overcome this problem. The synaptic

join method in Chapter 3 exploits only the linearity of each synapse to tweak a given neural

network model; however, the proposed augmentation with active neurons can train models to

learn non-linearity. Through experiments, we demonstrated that the methods could improve
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the accuracy with a short training time and a small number of parameters.

In conclusion, the proposed methods can improve the model to suit the user’s purpose

without changing the original deep neural network. We believe that the proposed methods can

be helpful in the application field of customized artificial intelligence services.
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APPENDIX

A Result of Simple Retraining Methods

(a) Retraining-1: ×2.0 loss penalty to the target class

(b) Retraining-2: ×0.9 loss penalty to the off-target classes

(c) Retraining-3: ×2.0 loss penalty to the target class from the
beginning

(d) Retraining-4: ×2.0 loss penalty with dropout

(e) Retraining-5: ×2.0 oversampling for the target class

Figure 6.1: Boxplot comparison of class accuracy of five retraining methods (3-layer CNN for
SVHN).
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(a) Retraining-1 (average target accuracy: 91.44%, average overall
accuracy: 89.50%)
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(b) Retraining-2 (average target accuracy: 85.90%, average overall
accuracy: 89.70%)

��

��

��

��

���

� � � � 	 
 � � � � ������

�
�
�
�
��
�
�
��
	



��������

�������� ���� ���� ���� ���� ���� ���� ���� ���� ��	� ��
�

(c) Retraining-3 (average target accuracy: 91.53%, average overall
accuracy: 89.51%)
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(d) Retraining-4 (average target accuracy: 89.73%, average overall
accuracy: 89.18%)
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(e) Retraining-5 (average target accuracy: 90.94%, average overall
accuracy: 89.68%)

Figure 6.2: Barplot comparison of class accuracy of five retraining methods (3-layer CNN for
SVHN).
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요약문

심층신경망을조정하기위한효과적이고효율적인방법

오늘날 딥러닝 모델의 훈련은 주어진 훈련 데이터를 이용하여 학습하고 검증 데

이터에 대해 모든 클래스들에 대한 평균(overall) 정확도가 높은 결과가 나오는 방향으로

이루어진다. 즉,특정클래스들의정확도가매우나쁜결과가나오더라도,클래스상관없이

최대한 많은 검증 샘플들에 대해 정답을 맞힘으로써 평균 정확도를 향상시킬 수 있는 방

향으로 최적화가 진행된다. 저조한 정확도를 가지는 특정 클래스를 개선시키기 위한 추가

훈련을 진행하더라도, 학습이 진행됨에 따라 각 클래스별 정확도의 변동이 매우 크다. 즉

어느 지점에서 훈련을 중단시키더라도 평균 정확도보다 현저히 정확도가 떨어지는 클래스

들이 발생한다. 이는 현재의 딥 러닝 기술로서 피할 수 없는 문제이다. 특히 의료 인공지능

시스템등과같이특정클래스의정확도가중요한응용에서는이러한문제가치명적일수있

다. 이를위해서평균정확도를유지하면서응용에서중요한목표(target)클래스의정확도를

개선시킬수있는방법이필요하다.

본 학위논문의 첫 번째 부분에서는 이미 학습된 딥러닝 모델에 대해 추가 학습을

진행하는 것이 아닌 사용자가 개선을 원하는 특정 클래스(이하 목표 클래스)의 정확도를

정밀하게조정하는시냅틱조인(synaptic join)기술을제안한다. 제안된시냅틱조인은 1)학

습이완료된원본모델에서목표클래스의정확도개선에사용될수있으면서동시에비목표

클래스의정확도에영향을최소화할수있는활성뉴런(active neurons)들을찾고, 2)활성뉴

런들을목표클래스를개선하는간선(시냅스)의형태로연결하는방식이다. 제안된방식은

원본모델을그대로유지하면서시냅스들만추가그리고삭제하면서사용자의요구에따라

모델을수정할수있다. 또한우리는시냅틱조인연산을다중 GPU의한정된메모리상에서

빠르게처리할수있는기술을소개한다. 재학습방식과비교한실험결과는우리의방법이
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특정 클래스의 정확도를 더 잘 컨트롤 할 수 있으며 또한 효과적으로 향상시킬 수 있음을

보여준다.

본학위논문의두번째부분에서는시냅틱조인을통해얻은활성뉴런을활용하여

심층 신경망을 증강하는 연구를 제안하였다. 신경망 증강 기술은 신경망 모델을 확장하거

나 전이학습을 하기 위해 널리 활용되는 기법 중 하나이다. 이 방식은 이미 학습이 완료된

모델에 새로운 은닉층을 추가하고 미세조정 학습을 하며, 그 결과 더 정확한 모델을 얻거

나 응용 프로그램의 목적에 맞는 모델을 얻을 수 있다. 그러나 대규모 심층 신경망 모델에

레이어를 추가하면 모델의 학습에 필요한 매개 변수의 수가 많아져 학습 시간이 늘어날 수

있다. 우리는 효율적인 학습을 위해 적은 수의 활성 뉴런 만 입력 값으로 갖는 증강 네트워

크를 제안한다. 또한 일반적인 신경망 증강과 달리 원본 모델의 학습 없이 증강된 모델만

효율적으로학습하는방식을제안한다. 깊이증강(depth augmented)방식과비교했을때우

리 방식이 모든 실험에서 더 적은 수의 매개 변수와 빠른 학습 속도로 비슷하거나 더 나은

정확도를얻을수있음을보였다.

요약하여, 본 학위논문은 원본 심층 신경망의 변경없이 모델을 사용자의 목적에

맞게 개선할 수 있는 방법을 제안한다. 원본 모델에서 목표 클래스의 정확도 개선하면서

동시에 비 목표 클래스의 정확도에 영향을 최소화하는 시냅틱 조인 기술을 제안한다. 또한

심층 신경망 증강을 효율적으로 할 수 있는 활성 뉴런을 활용한 심층 신경망 증강 기술을

제안한다. 제안된 방법들은 사용자의 목적에 맞게 효과적이고 효율적으로 신경망의 조정

하는 방법으로 맞춤형 인공지능 서비스 응용분야에 매우 유용하게 사용될 수 있을 것으로

사료된다.

핵심어 심층신경망,시냅틱조인,신경망증강
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