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ABSTRACT 

 

The world’s elderly population is expected to grow by more than triple by 2050. This 

indicates that detecting human activity is needed to prevent emergency situations for people 

living alone. Sound is an excellent resource because it has enough information to detect 

events and it is easy to gather. However, variability is one of the main challenges in research 

related to sound. To solve variability, most research focuses on selecting sound features 

because researches related to sound have their own purpose and suitable sound features are 

different for each research. In this research, we focus on classifiers to solve problem of 

variability. The Double-layer classification (DLC) is composed with Support Vector 

Machines (SVM) and the Viterbi search and detects sound events using the Hidden Markov 

Model (HMM). As a result, unusual sounds which occur at home such as a baby crying, a 

scream, a breaking glass, and a gunshot are classified by the DLC, which accuracy is 94.4%. 

 

Keywords: Sound event detection, HMM, SVM, Viterbi search, double-layer classification, 

acoustic event detection, activity of daily living (ADL), context awareness 
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I. INTRODUCTION 

Today, the population of those who are 65 years or older numbered 40.4 million in 2010 

and they represented 13.1% of the U.S. population [1]. Also if dangerous situations that are 

illegal crimes and accidents were detected lately, it could cause serious problems related life. 

According to a 2011 report entitled, Crime in the United States, the estimated number of 

violent crimes reported to law enforcement was 1,203,564 and number of property crimes 

was 9,063,173 [2]. Because of the increasing number of elderly people, single households 

living alone, and emergency situations, it is very important to detect human activities or 

context automatically and accurately for preventing medical emergencies and finding changes 

of behavior. If there were automatic and stable systems that could detect human activities and 

specific situations as soon as possible, we can cope with these serious problems rapidly. 

Furthermore, this useful system can be utilized by many other fields such as home security 

and the healthcare system.  

Recently, several studies have been made to detect human activities and context by using 

different devices and information. One of method uses the using deployment of a variety of 

wide-spread sensors. Each different type of sensor measures data from the physical world and 

transmits them to a main computational system. The main computational system gathers the 

measured data from the sensors and generates meaningful information using algorithms.  

Another approach is using smartphone and sensors to recognize human activities [3]. This 

approach shows great performance because it combines additional sensing power, 

computational resources and provides the user-friendly interface of an Android smartphone. 

However, people cannot always be carrying a smartphone. Moreover, attaching several 

sensors on the human body is uncomfortable. Yet another approach detects human Activity of 
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Daily Living (ADL) using a variety of sensors in the home environment [4]. This approach 

does not require the ground truth to detect specific events since it has a learning technique 

where the system chooses the subset of training data that needs to be labeled by the user [5]. 

The ground truth is defined as classification condition based on real data from the 

implemented and installed system or application in real environment. Also they solve 

practical problem which is simultaneous activities. For example, it is possible to watch TV 

during preparing their breakfast. However, when recognizing human activities using wide-

spread sensors, they reach one of limitations of sensors, which is energy consumption. Also if 

one of the sensors in a network is out of order, it is not possible to make an accurate decision.  

Additionally, another way to detect events and activities is to use vision image. One of the 

methods of this uses a video camera system with computer vision algorithms to detect human 

falls [6]. They measure the bounding box ratio of the person and detect the velocity of the fall 

from a continuation of images. However, these ways to detect human activities require video 

cameras to be installed in the home which can raise privacy concerns for some. 

Another way to recognize context and human activities is using sound. Sound is a good 

descriptor for detecting events, context awareness and healthcare. If people hear the sound of 

a horn, without seeing anything, they can know that a car is nearby. In other words the sound 

includes enough information to make a decision. Additionally, sound is always present, so we 

can record sound very easily. Sound event detection focuses on processing the continuous 

sound signal and converting it into symbolic descriptions. Sound event detection can be 

utilized in a variety of applications, including context-based indexing and retrieval in 

multimedia databases, unobtrusive monitoring in health care, and surveillance. 

In the studies related to sound event detection, it is very important to select suitable sound 

features. In the speech recognition and sound event detection [8], [9], and [10], they usually 

extract Mel-Frequency Cepstral Coefficient (MFCC) features from sound signal. MFCCs 
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have decorrelating property of cepstral analysis and also include some aspects of 

pronunciation. However, when we want to detect psychological symptoms such as depression, 

we have to use other sound features. Clinical depression belongs to the group of affective 

disorders in which emotional disturbances consist of prolonged periods of excessive sadness 

marked by reduced emotional expression and physical drive [12]. So lots of previous 

approaches suggest suitable sound features to detect each acoustic event show good 

performance such as [9], [13], and [14] with using Gaussian mixture models (GMM), Support 

Vector Machines (SVM) and other classifiers. However, the form of sound waves is variable 

in the real world. Actually, when we try to detect a sound event with MFCCs and SVM using 

real recording sound data, baby crying and female scream, the detection accuracy is an 

unsatisfactory 85.7%. Previous approaches focus on selecting suitable features to solve their 

own problems. Suitable features cover variability of sound, but not perfectly. Because some 

parts of sound is very similar with other parts and it causes problems to classify sound events.  

The goal of this thesis is to suggest new reliable sound event detection scheme using the 

Double-Layer Classification (DLC) which consists of SVM [7] and Viterbi search algorithm 

[21] from Hidden Markov Model (HMM). SVM is a supervised learning model with 

associated learning algorithms that analyze data and recognize patterns, used for 

classification and regression analysis. HMM [22] is a Markov chain for which the state is 

only partially observable. Markov chain models the state of a system with a random variable 

that changes through time. Observations of HMM are related to the current state, but they are 

insufficient to precisely determine the state. To determine current state, the Viterbi search 

algorithm computes the most-likely corresponding sequences of states. The Viterbi search 

algorithm is a dynamic programming algorithm for finding the most likely sequence of 

hidden states from observations in HMM. 
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One of the major challenges to detect sound events is variability. The sound waveform 

always changes based on age, sex, location and so on. To solve the variability of sound, our 

approach applies HMM which is generally used in speech recognition. 

HMM consists of two components and three parameters: state, observation and emission 

probability, transition probability and start probability. The observation is detected by SVM 

which is a machine learning techniques. SVM detects observations continuously and they 

become the observation sequence. From the observation sequence, emission probability and 

transition probability are calculated and set the system as parameters of HMM. After the 

calculated parameters and the observation sequence, the Viterbi search can find the current 

state from observations. 

In this thesis, DLC system classifies unusual sounds in the home environment such as baby 

crying, a scream, breaking glasses, and gun shot. There are two HMMs in the experiment. 

First HMM classifies two sounds: sound of a baby crying and a scream. And second HMM 

classifies four sounds: sound of a baby crying, a scream, a breaking glass, and a gun shot. 

The total accuracy of first HMM is 96.5% and second is 93.3%.  

 

 The main contributions of the DLC system are as in the following. 

l More accurate classification of sound events using SVM and the Viterbi search.  

l Real-time event detection. 

 

The Viterbi search is global search mechanism because it always considers previous 

information. One of main issue is solving variability of sound and the Viterbi search is very 

appropriate to solve variability because of global search mechanism. For example, it is 

possible that part of sound is similar to other sound. In the sound of a baby crying, amplitude 

of sound is increasing to maximum. At that time, it is very similar to the sound of a scream. 
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So a classifier such as SVM can determine that this sound is a scream at that time. However, 

the Viterbi search always considers previous information so that the DLC system can 

determine it is not a scream even though the part of sound is similar to a scream. Also the 

DLC tries to detect sound events in real-time. The DLC has the unique real-time method, 

called Early Detection (ED), which can make decision early if the DLC system is reading 

sound wave. 

 This thesis is composed of five chapters: introduction, related work, system overview, 

evaluation, and conclusion. Chapter 1, introduction, is summery of this thesis briefly and 

previous sound event detection research is introduced in chapter 2. In the chapter 3, system 

overview, The DLC system is explained and basic background knowledge is introduced. And 

performance analysis is shown in chapter 4 evaluation. Finally, summery of total result and 

analysis is in chapter 5 conculsion. 
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II. RELATED WORK 

To increase the accuracy of event detection, [9] proposed to consider context-information 

when detecting a sound event. The context information is generated by the Viterbi algorithm 

and considered when detect sound event using GMM. Although similar sounds can occur, for 

example, the sound of a waterfall and white noise from a TV, they rarely occur at the same 

time. So if context information adds a classification process, it is very helpful to make a 

decision. However, this approach requires input data that is too long (4 sec, 20 sec and 40 sec) 

and total accuracy is low when use 4 sec data(41 % ~ 91%). Since many sounds last only a 

brief amount of time, such as scream and gun fire, a sound event system should classify 

accurately and in a short time.  

Hazardous situations are classified such as gun fire, explosions, and screams accurately 

using HMM in [18]. However, the difference of length of each labeled sound data is variable. 

The length difference between a scream and a gunshot is about 28 sec on value.  

Specific diseases or psychological symptoms can cause specific vocal characteristics. 

Depression is detected in [11] focused on symptoms which often belong to mood disorders 

which consist of prolonged periods of excessive sadness marked by reduced emotional 

expression and variation of amplitude. In their study, five main features are used: Teager 

Energy Operator (TEO), cepstral, prosodic, spectral and glottal features with GMM and SVM. 

In this research, maximum accuracy was 86.64% and minimum accuracy 72.01%. Also [15] 

detects depression using several sound features and GMM classifier. The total accuracy of 

their study was 76.33% including gender-independent tasks.  

Another approach, [16], proposed to detect Parkinson’s disease (PD) that includes reduced 

loudness, increased vocal tremor, and breathiness in speech, called dysphonia (inability to 
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produce normal vocal sounds). Several sound features are using to detect dysphonia and 

classify it using Back propagation learning algorithm based on Levenberg-Marquardt 

algorithm [17]. Total accuracy of measurements is acceptable, however they need more 

improvement to be used in real environment.  

MFCCs and SVM is used for sound event detection widely. [24], [25]. Their approaches 

detect unusual sounds at home such as a scream, a gunshot, a baby crying and so on. When 

noise is removed in test sound samples, false positive rate (if there is a detection of scream at 

any time in a non-scream clip) is just 5.54%. However, the false negative rate (if no scream is 

detected at any time in a scream clip) is 27.79% and this rate is very high. When they tested 

without noise removal, false positive rate is 12.18% and false negative rate is 8.93%. 

Although they tested sound samples with noisy environment, false negative rate is down than 

tested with noise removal. The result of [24] is irony and the total accuracy is insufficiency to 

use in real-environment. [25] also used SVM and MFCC, but the difference of other research 

with SVM is that they used low-power SVM for mobile devices. Their accuracy of 

classification could not reach more than 90%.  
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III. SYSTEM OVERVIEW – DOUBLE LAYER 

CLASSIFICATION 

 This section explains the sound event detection with a DLC composed of SVM, Viterbi 

search, and HMM. The system has four stages shown in Figure 1, i.e., preprocessing, feature 

extraction, first layer SVM, and second layer Viterbi search. The major advantage of DLC is 

more accurate classification methods to detect specific sound events than using just one 

classifier. 

 

Figure 1. Architecture of the sound event detecting system 
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3.1. HMM(Hidden Markov Model) 

3.1.1. Example of HMM  

 

Figure 2. Example of weather HMM. HMM can derive current weather from a person’s activity. There are two 
states: rainy and sunny, and three observations: walk, shop, and clean. Numbers in the example are probability 
of parameters.  
 
HMM have two components: state and observation, and three parameters: start probability, 

transition probability, and emission probability. Here is weather example of HMM. As an 

example, consider a person who is only interested in three activities: walking, shopping, and 

cleaning, as shown in Figure 2. They are observations in weather HMM. Also the weather 

‘rainy’ and ‘sunny’ are state of HMM. 

 Let’s assume that we have to know current weather from only person’s activity. The 

weather on a given day is the most influential factor to determine what to do. When today is 

sunny, there is a 60% chance of walking, 30% of shopping and 10% of cleaning. This 

probability is emission probability of state ‘sunny’. And if today is sunny, tomorrow weather 

is same with 60% chance and changes to rainy with 40%. It is transition probability that 

means probability of changes between states. There is no definite weather information, but 

we can try to guess the current weather from the person’s activities. There are two states, 

“rainy” and “sunny”, however they cannot be observed directly which means that they are 
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hidden. However, if the person tells us what he did on that day, we can guess the current 

weather because activity of the person depends on the weather. In other words, the 

parameters of the HMM are known. The entire system is that of an HMM. 

 

3.1.2. Define HMM Parameters 

 In the HMM, there are two components: state and observation, and three parameters: start 

probability, transition probability, and emission probability. States mean sound events and 

observations are several phases of the state. Start probability is the first transition method 

when HMM is starting. Transition probability is the probability of changing state at next time 

and control transition among states. Particular observations are observed in each state and 

calculated by probability which is called the emission probability.  

 To calculate transition probability and emission probability, HMM needs a training process 

with training algorithms. The Baum-Welch algorithm is an expected maximization algorithm 

and is used to find the transition parameters of HMM. It calculates maximum likelihood 

estimates for transition probability of HMM from training data. Emission probability is based 

on the frequency of observed phases from each sound event and computed by accumulated 

training data. 

 

3.1.3. HMM for the Sound Event Detection 

A HMM is a widely used modeling theory which is a Markov process with unobserved 

states. In the sound event detection, state means specific sound event such as a baby crying or 

a scream and so on. Although the state of HMM is not observed directly, observations which 
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is dependent on the state can appear. And each state has a probability distribution for every 

possible observation. The observations sequence contains some information to generate states. 

Because of this reason, the accuracy of classifying observations is very important to make the 

final decision. Figure 2 shows HMM for sound event detection in the DLC system. 

 

 

Figure 3. HMM of the DLC system. In the DLC system, there are three states: a baby crying, a scream, and 
unknown. Unknown is the DLC system can’t detect specific sound such as a baby crying and a scream. So 
silence, laugh, speech and other contexts are included in unknown state. And there are five observations which 
are divided from baby crying and scream. Each observation is detected not only a baby crying but also a scream. 
However detecting frequency is not same so that it can be made by probability. The DLC system classifies 
sound events using difference of probability value with HMM parameters.  
 

 In this approach, we select two kinds of sound event: baby crying and a scream. The reason 

to select two sound classes is so that when conducting an experiment to classify a baby crying 

and a scream using SVM, the experimental accuracy is not satisfactory because of similar 

phases in the two sounds. For example, a crying sound has several phases such as silence, 

increasing, parallel, decreasing, and maximum phase and a scream has also the same phases. 
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The difference between crying and screaming is the repetition rate of each phase. This 

difference is an important factor to classify two sound events in HMM. The observations of 

HMM are defined in several phases and they are classified by the first layer SVM machine 

learning algorithm. 

 

3.1.4. Definition of Observations 

 Every sound has specific characteristics. Some characteristics can be shown in only one 

kind of sound, but others are shown in several kinds of sounds. These characteristics are 

defined as observations (phases) in the DLC HMM. Figure 3 shows several phases of the 

sound of a baby crying. 

 

Figure 4. Several phases of the sound of a baby crying  
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Figure 5. Several phases of the sound of a scream 
 

There are four phases in the baby crying sound. Figure 4 also shows several phases of the 

sound of a scream. Although Figure 3 cannot present maximum phase, some crying sound 

have maximum volume of a baby crying phases. These phases are defined as observations in 

HMM. Every phases are observed from baby crying sound and scream sound. However, 

number of frequency of observed phases are different and DLC calculates probability with 

this different characteristic to detect specific sound events. Finally, we can observe that 

observations of HMM help to solve variability and similarity which are challenges of sound. 

 

3.2.Preprocessing and Feature Extraction 

Sound is recorded at a 44.1kHz sampling rate and divided into 100ms frames with 75% 

overlap. The reason of 100ms frame duration is that DLC system shows the most accurate 

result when the frame duration is set to 100ms. Also computation time from read sound signal 
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to making decision is the fastest than other frame durations. The detailed result is in the 

evaluation chapter.  

After preprocessing, the system extracts MFCCs, Linear Predictive Coding (LPC), and 

minimum and maximum amplitude (MinMax) from the sound signal.  

The coarse shape of the power spectrum of the sound signal is represented with MFCCs 

which is popular in acoustic research such as voice recognition. MFCC based technique using 

cepstrum with a nonlinear frequency domain called mel-frequency [19] was recently 

demonstrated to provide accurate discriminative performance.  

The basic idea of LPC [20] is that a speech signal can be approximated as a linear 

combination of past speech signals. LPC analysis provides compact representation of vocal 

tract configuration by relatively simple computation compared to cepstral analysis. The linear 

prediction method gives us robust, reliable, and accurate values for estimating the parameters 

that characterize the linear time-varying system representing vocal tract.  

The MinMax amplitude feature simply selects minimum and maximum amplitude. 

MinMax feature also uses to recognize audio recognition [23].  Three kind of feature are 

usually using in sound event detection area and assure accurate performance. MFCCs, LPC, 

and MinMax are extracted in each frame and transformed into features to be used as the input 

data for SVM.  

 

3.3. First layer : SVM 

 SVM is a discriminative classifier and is based on the concept of decision planes that define 

decision boundaries. Before classification from input data, SVM have to store the same kind 

of data. This is called training data. In other words, the training process is gathering data to 

recognize patterns. Further, prediction means comparing input data with training data for 
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classification. Generally, if training data increase, so too does the accuracy of SVM. The 

DLC system is implemented in Java and use LIBSVM [7] which is an open source library of 

SVM.  

 The role of first layer SVM is classification of observations of HMM. To classify 

observations accurately, MFCCs, LPC, and MinMax sound features are used and trained 

more than 40 samples for each observation. First layer is a very important part of the DLC 

system since the final decision is made based on observations. Using several features and 

several training processes helps SVM to classify reliable predictions. 

 

3.4. Second Layer : Viterbi Search 

 For a particular HMM, the Viterbi search [21] is used to find the most likely sequence of 

states given a sequence of observed states. The Viterbi search exploits the time invariance of 

the probabilities to reduce the complexity of the problem by avoiding the necessity for 

examining every route through the trellis. The algorithm keeps a backward pointer for each 

state after the first time (t > 1), and stores a probability (p) with each state. The 

probability p is the probability of having reached the state following the path indicated by the 

back pointers. When the algorithm reaches the states on time, the p's for the final states are 

the probabilities of following the optimal (most probable) route to that state. Thus selecting 

the largest, and using the implied route, provides the best answer to the problem. 

 It is possible that we can select the largest probability when moving to the next state and 

repeat this progress continuously. So we can think that final state is the most optimal state in 

HMM. However, that answer is not true and we call that kind of progress is a ‘local search’ 

or ‘greedy search’. A local search assures fast computation, but it is not the most accurate 

method. The Viterbi search has to select the biggest probability from the current state and 
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store the calculated value before transition. When the search process reaches the final state, 

the compute back tracking process for finding the optimal state sequence considers the 

calculated values stored in the previous selecting process.   

 

 

Figure 6. The Viterbi search generates the optimal state sequence from observations. When calculating the 

probability, the Viterbi search uses the following parameters of HMM: emission probability, transition 

probability, and start probability.  
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 Figure 6 shows the computation progress of the Viterbi search. When the Viterbi search 

generates an optimal state sequence, it uses three parameters of HMM: emission probability, 

transition probability, and start probability. When the Viterbi search calculates the first state, 

start probability is used with emission probability. After the first stage, start probability is 

replaced by transition probability. And an additional factor is that the previous state value 

uses a search algorithm. The Viterbi search generates the current state for each frame from 

observation and is shown as a red circle in Figure 6. At time 1, parallel observation is 

detected by first layer SVM and at the second layer the Viterbi search calculates probability 

with start probability and emission probability.  

 

3.5. Decision Making 

 The decision making component determines what the current sound event is from DLC. 

Before making the final decision, it is important to decide when the final decision is made. If 

the sound event is decided on the end of the sound wave file, it is only useful as a simulation. 

To apply a sound event detection system in a real environment, the final decision is 

determined on the reading the sound because sound is always recording by a microphone.  

 The DLC system has two methods of making a decision: 

l Early detection (ED) 

l Continuous unknown states 

The DLC generates the optimal state sequence from each frame and the system knows how 

many same states are detected repeatedly. Since an unusual sound such as a baby crying and 
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a scream have to be detected rapidly, the DLC have a mechanism, called ED, for solving real-

time issues. If the same state is observed continuously, the system makes a decision earlier.  

 However, it is possible that unusual events happen for a very short time so that the sound 

event state is generated but not enough to operate ED. In this case, unknown states will arise 

after detecting an unusual sound event. If a number of unknown states is detected repeatedly, 

the DLC system reads the final previous state before changing to the unknown state because 

the DLC system always records the previous state before transition.  
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IV. Evaluation 

4.1. Performance Comparison 

 To analyze the DLC system performance, we assume that the DLC system is installed in a 

home environment and detects unusual events such as a baby crying or a scream. However, 

we cannot know the performance of the DLC, so anther method of the sound event detection 

[24] that classifies sound of a scream in home environment is implemented. When the DLC 

compares the accuracy with [24], use only MFCCs features because [24] does not extract 

other features such as LPC and MinMax. 

 [24] approach trains the kinds of sounds which can occur at home such as speech, laugh, 

crying and so on. They make a decision if the sound of a scream is detected for more than 0.3 

seconds. If a scream is detected for less than 0.3 seconds, a particular pronunciations, ‘ah’, 

can be regarded as a scream. If the condition is 0.5 seconds, the total accuracy was lower than 

0.3 seconds because the sound of a scream of less than 0.5 seconds cannot be detected. 

  

 DLC + MFCCs SVM + MFCCs 

No.1 Experiment 
- Scream 

92.9% 
(26/28) 

82.1% 
(23/28) 

No.2 Experiment 
- Baby crying 
- Scream 

94.7% 
(54/57) 

85.7% 
(48/57) 

 

Figure 7. Accuracy between the DLC and another approach [24]. The other approach uses MFCCs features and 

SVM to detect a scream at home. The first experiment purposes to detect only a scream and other noises such as 

speech, laughing, crying and so on. The second experiment classifies among a baby crying, a scream, and other 

unknown sounds from the home environment.  
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 To compare the DLC, two sound event detection experiments were performed and results 

are shown in Figure 7. The first experiment detects only the sound of a scream and the second 

experiment detects the sound of a baby crying and a scream. The two experiments train 

several kinds of sounds such as speech, laughing, crying, screams, and silence. Fourty sounds 

in each category are trained by SVM.  

 A total of 28 screams were tested to detect sound events using two classifiers: DLC and 

SVM. The difference of accuracy between the two classifiers is 10.8%. The [24] approach is 

designed to detect a screaming when a scream is maintained for more than 0.3 second. So if 

the duration of a scream is less than 0.3 seconds, their approach cannot detect the scream 

sound event. However, this comparison is unfair because a scream of less than 0.3 seconds 

can be elusive to make a final decision. 

 The second experiment can show more certain results to compare between the two 

classifiers. In the sound of a baby crying, some parts are similar to the sound of a scream and 

can cause wrong detection. Therefore, the sound of a baby crying and a scream are detected 

in the second experiment and the same kinds of sounds that are used in the first experiment 

are trained in the second experiment.  

 The result of the second experiment shows that the DLC is more accurate than only using 

SVM and the difference of accuracy is 9%. The DLC is more suitable for detecting between 

the sound of a baby crying and a scream. 

 

4.2. Accuracy of Sound Features 

 When we study related sounds, it is very important to select appropriate sound features. 

MFCCs and LPC are common sound features to detect sound events or recognize speech. 

Generally, many studies [9], [10], [11], [13], [15], and [16] related with sound use several 

sound features to increase total accuracy. Figure 8 shows accuracy of sound features. 
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 Accuracy of the DLC 
MFCCs 94.72%(54/47) 

MFCCs + LPC + MinMax 96.49%(55/57) 
 

Figure 8. Accuracy for using sound features to detect sound of a baby crying and a scream. 
  

 When using MFCCs, LPC, and MinMax sound features, the total accuracy is better than 

using only MFCCs. Same sounds (speech, a baby crying, scream, laughing and silence) are 

trained for each category and tested 29 baby cries and 28 screams in two simulations. Figure 

8 shows that MFCCs is a powerful sound feature to classify sound events. Suitable sound 

features can help to increase accuracy of detecting sound events.   

 

4.3. Relationship between the Early Detection and Computation Time 

 Unusual sounds, a baby crying, a scream, a gunshot, breaking glass, and so on need to be 

detected as soon as possible. To help the real-time issue, ED has been designed. In a test with 

three sound features (see Figure 8), 49 of 57 (86%) total test sounds are detected by the ED. 

Since the detected rate by the ED is high, the reliability of accuracy is problematic so we 

tested the accuracy of the ED. Among 49 test samples which are detected by the ED, only 

two sound samples failed the DLC. So we tested again without the ED and just one test 

sample failed because first layer SVM could not classify it.  
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Figure 9. Measurement response time and end time of sound event. The DLC detects sound events early using 

the ED. (a) shows the average of difference between response time and end time of event is 1.0784 sec in the 

scream test. Also, (b) shows the average difference of a baby crying is 1.5295 sec. 

 

 Figure 9 shows the performance of the ED for solving real-time issues. The response time is 

the point of the detected sound event by the ED so that the response time is earlier than the 

end time of the event. The average of difference between the response time and the end time 

of the event in the test of scream is 1.0784 second and average difference in the baby crying 

test is 1.5295 seconds. The ED mechanism is very helpful to detect urgent sound events. 

 

 

(a) 

(b) 
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4.4. Result of Classification Four Kinds of Unusual Sound Event 

 Previous experiments classified unusual sound events in homes in only two categories: a 

baby crying and a scream. However, there are other dangerous situations in a home. In this 

experiment, we add two unusual sound events: breaking glass and a gunshot. So the DLC 

system will detect four sound events: a baby crying, a scream, breaking glass, and a gunshot. 

Also, new observations are added such as breaking moment, splashing glasses, firing, and the 

echo of shooting. As a result, the number of total observations is nine and they are classified 

by first layer SVM.  

 The sound of a breaking glass and a gunshot are finished within a very short time, the ED 

cannot be operated when using the same condition with a baby crying or a scream. So we 

adjusted the condition of the ED of breaking glass and a gunshot to increase the occurrence 

frequency of the ED. A total of 90 sound samples were tested by the DLC and accuracy is 

93.3% (84/90) in Figure 10. 

 

Sound # of  test samples # of successes # of failures 

Screaming 28 27 1 

Baby Crying 29 28 1 

Breaking Glass 18 16 2 

Gunshot 15 13 2 

Total Result 90 84 6 
 

Figure 10. Result of detecting four kinds of unusual sound event. Total accuracy is 93.3%(84/90) 

   

4.5. Accuracy of Frame Duration and Computation Time 

 In general audio processing research, a sound wave is divided as multi frames and this 

process is called as preprocessing. Before preprocessing, the system has to decide the frame 
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length, overlapping rate, sampling frequency, and so on. Most studies have a different 

configuration. 20ms of frame length with 50% overlapping is used in [9], [15], and 25ms with 

50% overlap is set by [11]. Also 128ms [10], 200ms [18], and 500ms [14] is used as frame 

length. Frame duration gives more influence to accuracy and computing time in the DLC 

system. If frame length is lower, the total number of frames decreases and it causes a 

reduction in execution time but to affects the accuracy of the sound event detection. Next 

Figure 11 shows the accuracy and computation time for each frame duration. 

 

 

Figure 11. Accuracy and computation time for frame duration. When frame duration is 50ms and 75ms, total 

accuracy of the DLC is higher than other frame durations. And if frame duration is shorter, computation time is 

reduced. 

 

 A total of eight experiments are tested with different frame durations: 25ms, 50ms, 75ms, 

100ms, 125ms, 150ms, 175ms, and 200ms. Every frame is overlapped with 75% and four 

categories of unusual sounds (a baby crying, a scream, breaking glass, and a gunshot) are 

trained and tested by the DLC. When frame length is 25ms, first layer SVM could not detect 

sound phases because 25ms is too short to classify among observations. On the one hand, 

short frame duration can classify specific observations well such as firing observation which 

occur within a very short time. So the DLC, which classifies four unusual sounds (a baby 
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crying, a scream, breaking glass, and a gunshot) shows the most accurate performance when 

using 50ms and 75ms (94.4%).  

 The computation time is measured based on whole tests result and it means average 

execution time. When frame duration is longer, the number of computed frames decreases. 

As a result, the computation time of the DLC becomes lower when using short duration of 

frame. Therefore, it is more efficient that the DLC, using 75ms duration in the preprocessing 

because the computation time is faster than 50ms. 

 

4.6. Classification in a Noisy Environment 

 Sound event detection is very sensitive to noise and other overlapping sounds. Classification 

of sound events can fail because of very low noise. Reducing noise and distinguishing 

overlapping sound are important in the sound field.  

In this experiment, we test the sensitivity of the DLC system with overlapping sounds and 

SNR noise. In the first experiment, the DLC detects a baby crying and a scream in three 

different environments: conversation, washing dishes and street. A total of 55 sound samples 

were tested by the DLC which succeeded to detect sound event in Figure 8 using MFCCs, 

LPC, and MinMax sound features.    

 

Overlapped Sound # of  test sample # of success # of failure Accuracy 

Conversation 55 48 7 87.27% 

Washing dishes 55 31 24 55.36% 

Street noise 55 48 7 87.27% 
 

Figure 12. Accuracy with different overlapped sounds. 
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 Among the three sounds, the most sensitive environment is washing dishes. Because of 

overlapping sound, the first layer SVM could not classify observations of the sound event 

correctly and made many errors. The results of SVM affect the second layer Viterbi search 

algorithm. There were too many errors to generate a correct state sequence.  

 We also added Adaptive White Gaussian Noise (AWGN) to the sound wave file using 

Matlab and tested it with the DLC. The signal to Noise Rate (SNR) of the AWGN was 20 dB 

to 75 dB, and we compared the accuracy of the DLC with each SNR. Two experiments were 

used to compare accuracy because influence of SNR is different for each sound event. In the 

case of a gunshot, it is affected by SNR the most seriously than other unusual sounds such as 

a baby crying, a scream and breaking glass. So when SNR is 75, the accuracy of total sound 

sample is the same when the DLC classifies original sound samples.  

 

Figure 13. Accuracy with each SNR when detecting two sound events: a baby crying and a scream. 

 

Figure 14. Accuracy with each SNR when detecting four sound events: a baby crying and a scream, breaking 

glass, and a gunshot. 
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 Figure 13 shows the detection of two sound events with each SNR. When SNR is less than 

35 (87.7%), accuracy is unacceptable. If SNR is close to 50, the result of classification is the 

same (96.5%) as when using the original sound samples. Figure 14 shows four unusual sound 

events with each SNR. When SNR is close to 75, accuracy is same as test of clean sound 

sample in contrast with figure 13. The reason of this difference is that sound of a gunshot is 

more sensitive than other sounds. After firing, an echo sound remains. If AWGN is added in 

the remaining of, the first layer SVM cannot classify it as a gunshot. So when SNR is set at 

75, the accuracy of total result eventually is the same as the original test which used clean 

sound samples.  
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V. Conclusion 

 Sound includes enough information to distinguish an event, so sound is an excellent 

resource to recognize an event. As the population of people who live alone increases, the 

recognition of context became a significant issue; sound event detection can help to solve this 

problem. However, the variability of sound is one of the main challenges and causes incorrect 

sound event detection. To solve this variability, the DLC is suggested, which is composed of 

SVM and the Viterbi search. The DLC uses HMM and defines states, observations and HMM 

parameters to detect a sound event.  

Our experiment detected four unusual sounds at home: a baby crying, a scream, breaking 

glass and a gunshot. The accuracy of detection of four unusual sounds was 94.4% with 

MFCCs, LPC, and MinMax sound features. Also, we tested the performance of DLC with in 

a noisy environment and we observed that the performance of DLC decreased. However, the 

DLC performance is outstanding when using clean sounds compared to SVM which is a 

popular machine learning algorithm used in related sound works.  

Real-time event detection has been emphasized to prevent emergency situations for people 

who live alone. The ED mechanism helps to solve the quick decision making process. The 

ED found unusual sound events before the end of event.  

The DLC classifier can increase accuracy in sound event detection compared to other 

classifiers such as SVM and consider real-time detection for emergency situations.  
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요 약 문 

소리를 이용하여 현재 상황을 감지하는 DLC 시스템 

 

혼자 사는 사람들의 수가 점차 늘어나고 있으며 독거노인의 경우 미국에서만 

2050 년에 현재보다 3 배 더 많아질 것으로 전망되고 있다. 혼자 사는 사람들은 

각종 사고와 질병으로 인해 자신에게 급박한 일이 발생할 경우 이에 대한 대처가 

늦어질 수 밖에 없으며 이를 방지하기 위해 각 종 센서들을 이용하여 현재 

집안에 무슨 일이 발생하고 있는지를 실시간으로 감지해주는 시스템들이 많이 

연구되어지고 있다. 그 중 소리를 이용하여 감지할 수 있는데, 소리는 무슨 

상황이 일어났는지 알 수 있는 충분한 정보를 포함하고 있으며 마이크와 녹음할 

수 있는 저장공간만 있다면 아주 쉽게 구할 수 있기 때문에 각광받고 있다. 

소리를 이용하여 사건, 사고를 감지하기 위해서는 아날로그 형태의 소리를 

디지털 형태로 가공하여야 하며 가공 후 각 종 알고리즘들을 이용하여 감지를 

하는 것이 대표적인 방법이다. 현재 수많은 연구들이 진행되어 왔으며 대부분의 

연구들은 아날로그 형태의 소리를 연구의 목적에 맞게 어떻게 가공할 것인가에 

대해 초점을 두고 진행되어 왔다. 하지만 이 방법은 소리의 특성 중 하나인 

다양함에 의해 한계가 있다. 본 연구에서는 소리의 가공에 초점을 두는 것이 

아니라 어떠한 방법으로 감지를 할 것인지 분류하는 알고리즘에 포커스를 두어 

진행하였다. HMM 로 모델링을 하고 SVM 과 Viterbi search 알고리즘을 

사용함으로써 기존의 일차원적인 알고리즘에 비해 약 10%정도 더 높은 결과를 

얻을 수 있었으며 아기 울음소리, 비명소리, 유리 깨지는 소리, 총소리 그리고 

기타 집안에서 일어날 수 있는 웃음소리, 대화소리 등을 실험하여 94.4%의 

정확도를 얻을 수 있었다. 
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