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#### Abstract

Polyelectrolytes are polymers or macromolecules charged in solution which represents both a biological and an industrial interest. Their assembly properties are largely controlled by long range electrostatic interactions.

Despite a recent improvement in the understanding of the mechanisms involved, the prediction/characterization of the assembly processes remain problematic. This is due to the fact that the formation of complexes results from a delicate compromise between various interactions in addition to being sensitive to many experimental parameters such as the preparation conditions, the nature of the polyelectrolytes, the temperature and solvent effects...

It is the object of this thesis to better understand these assembly phenomena by an approach based on molecular simulation. In particular, we will focus on two systems of interest for future technological applications.

A first project will consist in modeling by Monte Carlo simulations the assemblies of functionalized gold nanoparticles in the presence of one or several DNAs. Then, it was reported that the properties of electrical transport of a complex made up of a semi-conducting polymer, the poly (3,4-ethylene dioxythiophene) (PEDOT) solubilized in water with its insulating counter-chain polystyrene sulfonate (PSS) have been improved by adding ionic liquid. The objective of this project will consist in understanding the mechanism of PEDOT:PSS conductivity enhancement by using the tools of molecular dynamics.
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Understanding the dynamics and self-assembly processes of polyelectrolytes in solution is currently an important issue, whether from a fundamental point of view or for industrial purposes [1] (2]. Polyelectrolytes constitute an universal class of objects grouping together any polymer or macromolecule comprising ionic sites in solution. If polyelectrolytes seem familiar to us because they are ubiquitous in everyday life (soap, food, drugs ...) and are also responsible for the transmission of genetic information through the DNA molecule, their description is no less very complicated [3].

This difficulty arises from a delicate compromise between a large number of physical interactions: there are not only the long-range electrostatic interactions exerted between the different ionic sites of the polyelectrolyte and between these sites and the free ions in solution, but also the short-range interactions between polyelectrolyte monomers (bonded interactions). Note also that the solvent plays a role on the conformation of the polyelectrolyte in solution [4]. All of these interactions make it difficult to construct theoretical models predicting the behavior of polyelectrolytes in solution and in extend their self-assembly [5]. However, it is admitted that spontaneous formation of polyelectrolyte complexes arises from electrostatic interactions between oppositively charged polyelectrolytes and this process is associated with the release of polyelectrolytes counterions from the surface of polyelectrolytes. The self-assembly processes are influenced by many parameters such as the intrinsic properties of polyelectrolytes (hydrophilic / hydrophobic character, molecular mass, rigidity, chemical nature of ionic sites as well as their distribution over the
polyelectrolytes ...) but also of the solvent ( pH , salt concentration ...). Due to all these parameters, the understanding of self-assembly processes and architecture of the resulted complexes is far from being understood.

However, the control of self-assembly processes open possibilities for the synthesis of new nanomaterials by a so-called bottom-up approach: it is a question of controlling the interactions governing the self-assembly of polyelectrolytes towards the design of assembled nanostructures. This approach makes it possible to overcome the limits of the so-called top-down approach failing at the molecular scale, when the nanostructures are elaborated by lithographic patterning techniques using short-wavelength sources [6] 7].

Although self-assembly phenomenon can be studied experimentally or using theoretical models, it is however possible to explore them with another complementary approach which is that of numerical simulation. It is the object of this thesis to study the stability or the formation of several polyelectrolyte complexes using numerical tools of statistical mechanics.

The first research project of this thesis consists in the study of the self-assembly of negatively charged DNA molecules with gold nanoparticles functionalized by ligands carrying a positive charge. Such assemblies make it possible the development of conducting nanowires or sensors [8]. Indeed, it is important to understand how the nanoparticles assemble on a single DNA molecule in order to probe the formation of more complicated structures containing nanoparticles and several DNA molecules.

The second project of this thesis is focused on the study of the self-assembly process of the conductive polymer poly(3,4-ethylenedioxithiophene) ("PEDOT") that adopts a polyelectrolyte behavior in presence of its counter-ionic negatively charged chain poly(styrene sulfonate) ("PSS"). The control of PEDOT:PSS morphology is an important prerequisite for its use in various applications in electronics (anode or hole transport in perovskite or organic solar cells) or bio-engineering (health or strain sensors) [9, 10]. Recently, it has been proven that the electronic transport properties of PEDOT:PSS can be improved by addition of imidazolium-based ionic liquids into PEDOT:PSS solutions [11, 12]. By using numerical simulation, we will compare the morphology of PEDOT:PSS aqueous systems before and after insertion of ionic liquids and we will explore the influence of
the nano-morphology of the resulted polyelectrolyte complex and their relation with the electrical transport properties observed experimentally at the macroscopic level.

This manuscript is organized in five chapters. The first chapter is a general presentation of polyelectrolytes. In particular, we introduce the different classes of polyelectrolytes (natural/artificial) and some of their relevant physical properties (charge fraction, condensation of counterions, hydrophobicity/hydrophilicty, role of the solvent). Finally, we provide a description of interactions and mechanisms that drive oppositively charged polyelectrolytes to form a complex (e.g. negative DNA in presence of cationic small spermine or spermidine biomolecules).

The second chapter summarizes the bibliography related to the two projects that constitutes this thesis. First, a review of DNA condensation is presented and we introduce some important applications based on gold nanoparticles. Then, we present key experiments that report how to control nanoparticles assemblies created on a single DNA and for complexes constituted of several DNA molecules or DNA superstructures like DNA origami. In a second part, we present generalities on conducting polymers as well as specific properties and applications of PEDOT conducting polymer. Lastly, after a short introduction to ionic liquids, relevant experiments on PEDOT:PSS conductivity enhancement in presence of different ionic liquids are presented.

In the third chapter, we present the molecular simulation tools used to sample the different configurations of the polyelectrolyte systems. First, we review the different molecular Monte Carlo simulation techniques that we have implemented in a home-made simulation package specially adapted for the first project. Second, we introduce a review of the molecular dynamics simulation technique used for the second project in order to probe dynamics and equilibrium properties of PEDOT:PSS solutions. Techniques introduced to compute interactions/forces between particles and to evaluate free energy are relevant to the two projects.

The fourth chapter presents results obtained from various Monte Carlo simulations. Before introducing the results obtained on DNA-nanoparticle systems, we rederive some results of the literature: the distribution of small ions around a DNA [13, 14], the interaction force between a pair of parallel DNA in presence of small multivalent ions [15, 16] and the stability of a DNA bundle as a function of the counterion valency [17. Then, we study the distribution of nanoparticles around a single DNA, estimate forces acting between parallel DNAs and determine bundle stability with nanoparticles of different charges.

The fifth chapter details the results obtained from molecular dynamics simulations of PEDOT:PSS solutions. In particular, we determine the morphology of un-treated PEDOT:PSS systems and compare it with morphologies obtain after injection of ionic liquids. We then deduce the design principles that an IL anion X must satisfy in order to exhibit high electrical transport properties by exploring the change in the nano-morphology of PEDOT:PSS.

## CHAPTER 1

## Nature and interactions of polyelectrolytes
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Polyelectrolytes are polymers containing repeating unit blocks called monomers that carry electrostatic charges. Polyelectrolytes are very common in daily life. For instance, we are using polyelectrolytes to clean ourselves with soap and shampoo, prepare food in industry with gelatin or thickening agents, or use them to fabricate paper on which this thesis is printed. Also, various industries such as cosmetics, pharmacetics, water treatment are using polyelectrolytes. Beyond industrial uses, our heredity is stored in the DNA molecule which is also a polyelectrolyte.

There exists a throng of polyelectrolytes that scientists and industries classify depending of their origin (natural or synthetic), charge, flexibility and so on. What are the different polyelectrolytes that can be found in nature or be synthesized? What are their properties? How do polyelectrolyte complexes form in solution?

In this chapter, we first review some important natural and synthesized polyelectrolytes. Then we provide a physical description of polyelectrolytes such as their conformations in solution as well as some elements of electrostatics. Finally, we review the process of polyelectrolyte complex formation and the resulting structures that can emerge.

### 1.1 Generalities on polyelectrolytes

### 1.1.1 Definition

Let us consider a polyelectrolyte made of $N$ monomers containing only one ionizable group for simplification. In general, depending on the solvent in which the polyelectrolyte is introduced, only a fraction $f N$ of the groups will be ionized, leaving a fraction of $(1-f) N$ non-ionized monomers 4. If cations $\mathrm{C}^{+}$are released in solution, the resulting polyelectrolyte is qualified as anionic. On the contrary, if the anions $\mathrm{A}^{-}$are released, the polyelectrolyte is qualified as cationic. The two cases are exhibited in Figure 1.1 The ions that are solvated are called the counterions of the polyelectrolyte chain.

## Weakly and highly charged polyelectrolytes

Weakly charged polyelectrolytes are characterized by a dissociation degree $f \ll 1$. In such case, the number of charged groups along the polyelectrolyte is low compared to the total number of monomers. When all counterions have been solvated, the dissociation degree $f$ is high and the remaining polyelectrolyte is highly charged.
a) Cationic polyelectrolyte:


No dissociation
b) Anionic polyelectrolyte:


No dissociation


Total dissociation


Figure 1.1 - Example of polyelectrolytes represented by black backbone lines linked with cations and anions representing ionic sites. Red beads refer to cations $\mathrm{C}^{+}$while green beads refer to anions $\mathrm{A}^{-}$. If the polyelectrolyte remains in air or in apolar solvent, the polyelectrolyte is not dissociated. However in polar solvents, ions are solvated and result in full charged polymer chain: the polyelectrolyte.

### 1.1.2 Natural polyelectrolytes

### 1.1.2.1 Polysaccharides

Polysaccharides are long chains of carbohydrate molecules, more specifically made of repeating monosaccharide units that can have chemical formula $\mathrm{C}_{n}\left(\mathrm{H}_{2} \mathrm{O}\right)_{m}$.

Polysaccharides are organic molecules that intervene in life cycle of numerous species. For instance, glucose is essential for metabolism of the whole majority of organisms. Plants synthesize various types of polysaccharides from water, carbon dioxyde and solar energy (photosynthesis). Cellulose constitutes wall of cell and amidon is a supply energy reserve for various cultivated plants like seeds (wheat, barley or corn) or tubers (potatoes). Animals also have an energy supply
which is glycogen. Such polymers are neutrals but most of the existing polysaccharides are charged and we provide some examples below.

- Algins are anionic polysaccharides extracted from the cell walls of brown algae that form viscous gum when hydrated in presence of divalent cations. Algins are presented as linear copolymers composed of two saccharide units which are the $\alpha$-L-guluronate and the $\beta$-Dmannuronate shown in Figure 1.2


Figure 1.2 - Chemical structure of algins.

Algins are used in food industries (ice creams, dairy products) because of their gelling and thickening properties.

- Hyaluronate is a linear anionic polysaccharide composed of sequence of units that contain two saccharides which are glucuronate and N -acetyl-glucosamine.


Figure 1.3 - Chemical structure of hyaluronate.

The structure of hyaluronate is presented in Figure 1.3 This polysaccharide is a major compound of the extra-cellular matrix in mammals and is present in various tissues such as the synovial liquid in articulations. Hyaluronate has wide applications in medicine because of its healing properties, it is used as an aid in ophtalmic surgery such as cataract extraction or applied as injection to treat osteoarthrisis located in articulations

- An example of cationic polysaccharide is the chitosan which is very common in environment and is found mainly in crustacean shells. The positive charges come from the ammonium groups located in the $\beta$-glucosamine units (Figure 1.4).


Figure 1.4 - Chemical structure of chitosane.

### 1.1.2.2 Polypeptides and proteins

Table 1.1 - Table of the 20 amino acids that can be found in nature ${ }^{a}$.

| Amino acid Name | Symbols | Nature of group R | Nature of polypeptide |  |
| :---: | :---: | :---: | :---: | :---: |
| Aspartic acid | Asp | D | Acid | Anionic and hydrophilic |
| Glutamic acid | Glu | E | Acid | polyelectrolyte (pH $>$ pKa) |
| Cysteine | Cys | C | Acid |  |
| Arginine | Arg | R | Basic | Cationic and hydrophilic |
| Histidine | His | H | Basic | polyelectrolyte (pH $<$ pKa) |
| Lysine | Lys | K | Basic |  |
| Glutamine | Gln | Q | Non-charged polar |  |
| Asparagine | Asn | N | Non-charged polar |  |
| Proline | Pro | P | Hydrophobic | Neutral polymer, hydrophilic to |
| Serine | Ser | S | Non-charged polar | moderately hydrophilic |
| Threonine | Thr | T | Non-charged polar |  |
| Tyrosine | Tyr | Y | Non-charged polar |  |
| Tryptophane | Trp | W | Hyrophobic |  |
| Glycine | Gly | G | Non-charged polar | Amphiphilic and neutral |
| Alanine | Gln | A | Hydrophobic |  |
| Methionine | Asn | M | Hydrophobic | Neutral hydrophobic |
| Valine | Pro | V | Hydrophobic |  |
| Leucine | Ser | L | Hydrophobic | Hydrophobic |

${ }^{a}$ We give their symbols and their chemical characteristics.

There exists 20 different amino acids in nature and their structures differ only by the group $R$ (Figure 1.5) that gives to the amino acids their chemical properties.

An amino acid can establish a peptide bond by linking its carboxylic acid function to the amine function of another amino acid. A protein is defined as a linking of huge number of amino acids.


Figure 1.5 - General structure of an amino acid.

We give in Table 1.1 the list of the different amino acids and their characteristics.

Among the 20 amino acids, 6 are acid/basic which means that they carry a charge when they are solvated. Proteins that contain such amino acids are thus polyelectrolytes and are very important for a range of biological functions. For instance, these proteins can adsorb on opposite charged surface or can mediate interactions in the living cells. Examples are histones that are charged proteins condensing DNA in eucaryotes cells or protamines condensing DNA in sperm cells.

### 1.1.2.3 Polynucleotides

One of the most important polynucleotide is the DNA molecule which forms a double helix. The DNA is a highly charged molecule that contains 2 negative charges per base pair of height $3.4 \AA$ resulting in a high charge density of $0.58-|\mathrm{e}| / \AA$. The total length of the DNA molecule is about $\sim 1.8 \mathrm{~m}$ for the human species and it is unlikely that so highly charged and long chain can be packed directly in the nucleus of eucaryotic cells.

Fortunately, the nucleus contains histones that are an assembly of eight positively charged proteins (with large amount of lysine and arginine amino acids) carring a charge of $\sim+150|\mathrm{e}|$. The cationic histones wrap up the negative DNA in a very compact state in the cell nucleus: the chromosome (Figure 1.6).

### 1.1.3 Artificial polyelectrolytes

Although polyelectrolytes are widely present in environment, their extraction require a huge effort of purification. Natural polyelectrolytes involve often complex and irregular structures such as ramifications or polydispersity. Moreover, the diversity of the polyelectrolytes is limited in the environment. Consequently, most of the polyelectrolytes used in daily life are artificial. Synthesized


Figure 1.6 - Detailed structure of the DNA compacted into chromosome. At the end of the metaphase, complexation of DNA and histones takes place in a way that DNA wraps up around histones to form the chromatin. The chromatin is compacted in itself to form the chromosome. Reprinted from ref. [18] (Nature Education, 2008, 1(1), 26, Figure 1, Copyright 2008 with permission from Nature publishing group).
polyelectrolytes present often high regularity in monomer sequence and high degree of purity and can be synthesized in huge quantity. They are synthesized either by polymerization of ionisable monomers or by ionisation of a whole polymer chain (19).

Industrial processes aimed to design "clean" polyelectrolytes that can be dissolved in water rather than organic solvent. Nowadays, artificial polyelectrolytes are used for many applications:

- Gelling agent in food industries (ice-creams, candies...)
- Dispersant agent to separate cellulose from lignin in paper fabrication industries.
- flocculation agent in water treatment.

However, natural polyelectrolytes seem to be mandatory for specific applications because of their bio-compatibility and bio-degradation, they are used for medical applications such as implants or drug delivery systems [20].

A class of important artificial polyelectrolytes are the amphiphilic polyelectrolytes which present both hydrophobic and hydrophilic groups. We distinguish two main classes of amphiphilic polyelectrolytes that we provide a description below.

### 1.1.3.1 Diblock copolymers

Diblock copolymers are the most simple amphiphilic polyelectrolyte composed of two blocks: one block is a hydrophilic chain and the other one is a neutral hydrophobic chain.


Figure 1.7 - Diblock copolymers contain both a hydrophobic and a hydrophilic block. In solution, they can assemble into various objects such as micelles, vesicules or bilayers.

One of the eldest manmade amphiphilic polyelectrolyte is soap based on amphiphilic polyelectrolyte of formula $\mathrm{R}-\mathrm{COO}^{-}$with hydrophobic part trapping fat in complexes that are washed out with water thanks to its hydrophilic part. In solution, diblock copolymers can assemble into various objects depending of the nature of the solvent and intrinsic properties of the polyelectrolyte [21]. The most common structures are the micelles, the vesicules and the bilayers presented in Figure 1.7. The vesicule models properly the plasmic membrane of a cell. The double layer of amphiphilic polyelectrolyte isolates cytoplasm from the outer environment. Pharmaceutic scientists aim to use vesicules as a drug delivery system. The idea is to trap the active principle into a vesicule to target specific cells and deliver through the cells membrane antigenic molecules or antibodies [22]. Surfactants are amphiphilic molecules that diminish surface tension existing between a polar and an apolar mixture so that a resulting more homogeneous mixture emerges 23].

### 1.1.3.2 Hydrophobic modified polyelectrolytes

Hydrophobic modified polyelectrolytes (HMP) can be represented as a polyelectrolyte backbone on which are attached highly hydrophobic segments (Figure 1.8] [24].


Figure 1.8 - Scheme of an hydrophobic modified polyelectrolyte.

HMPs tend to associate in aqueous solution at high concentration yielding to a mixture of polyelectrolytes, with hydrophobic segments playing the role of bridges. Some applications of HMP are fabrication of gels to use in painting or cosmetics industries.

### 1.1.4 Conclusion

Life is made of polyelectrolytes. The charged nature of polyelectrolytes made them essential for life on Earth. Polyelectrolytes became very important in modern human society from synthesis of various chemicals to production of food or pharmaceutics. Industrial formulation of polyelectrolytes enable to synthesize a whole range of polyelectrolytes with specifically designed applications.

Unfortunately, from a physical point of view, polyelectrolytes are very difficult to describe and require simplifications to properly capture their behavior at the expense of their chemical properties. In the next section, we give some elements of the physics that govern polyelectrolyte behavior in solution.

### 1.2 Some physical properties of polyelectrolytes

Polyelectrolytes are polymers carrying charges and it is relevant to determine their physical properties in solution. Polyelectrolytes represent a huge range of molecules that can have very different physical properties. It is thus required to distinguish between different classes of poly-
electrolytes with different physical descriptions. Polyelectrolytes are subject to two major types of physical interactions that govern their behavior: the long-range electrostatic interactions between ionic sites - ionic sites and ionic sites - free ions in solution and the short-range interactions between monomers of the polyelectrolyte.

This section is organized as followed. First, we present the different classes of polyelectrolytes in solution, more precisely hydrophilic/hydrophobic and strong/weak polyelectrolytes. Then, the electrostatic description of aqueous solutions will be presented as well as the physical principles that govern the conformations of polyelectrolytes.

### 1.2.1 Polyelectrolytes in solution

### 1.2.1.1 Strength of polyelectrolytes

## Weak polyelectrolytes

Polyelectrolytes in water contain ionic sites that result from the dissociation of counterions in solvent. Polyelectrolytes that do not completely dissolve in solution have a fraction $f$ of sites that are ionized at equilibrium depending of the nature of the solvent. We qualify such polyelectrolytes as "weak" 4].

A model of weak polyelectrolyte is composed of a homopolymer chain that can release or adsorb proton $\mathrm{H}^{+}$and theory of $\mathrm{Br} ø$ nsted-Lowry for acids and bases can be applied.

- If the polyelectrolyte carries basic functions, it is mostly negatively charged and presents an affinity with protons $\mathrm{H}^{+}$. When pH decreases, $f$ decreases as well because the polyelectrolyte is neutralized.
- On the contrary, if the polyelectrolyte carries acid functions, the polyelectrolyte is cationic and neutralizes itself by releasing $\mathrm{H}^{+}$in solution with increasing pH .

The most common example of a weak polyelectrolyte is the poly(acrylic acid) noted PAAH (Figure 1.9). The carboxilic function (-COOH) has a $p K_{a} \sim 5$ and is mostly dissociated at basic pH .

## Strong polyelectrolytes

## Weak polyelectrolyte:



Poly(acrylic acid) - PAAH

Strong polyelectrolyte:



Poly(styrenesulfonate acid) - PSSH

Figure 1.9 - Example of a weak and a strong polyelectrolyte.

Strong polyelectrolytes are polyelectrolytes for which all monomers are ionized in aqueous solution $(f=1)$. Strong polyelectrolytes are typically monomers that carry strong acid groups that release $\mathrm{H}^{+}$in solution. The common example of a strong polyelectrolyte is the poly(styrenesulfonate acid) presented in Figure 1.9 for which every sulfonic group $\mathrm{SO}_{3} \mathrm{H}$ units are deprotonated into $\mathrm{SO}_{3}^{-}$ groups.

### 1.2.1.2 Dissociation of a ionomer in solution yields to polyelectrolyte

## Role of the solvent

Polyelectrolytes are studied or used for industrial purpose in solution. The solvent controls the polyelectrolyte behavior in solution and we focused on two important parameters:

- The relative permittivity $\epsilon_{s}$ measures how the solvent reduces the electrostatic interaction exerted between two charges denoted by $\mathrm{A}^{-}$and $\mathrm{C}^{+}$separated from a distance $\mathrm{r}_{A C}$ :

$$
\begin{equation*}
\mathcal{U}_{A^{-} \rightarrow C^{+}}^{\text {solvent }}=\frac{\mathcal{U}_{A^{-} \rightarrow C^{+}}^{\text {vacuum }}}{\epsilon_{s}}=\frac{e^{2} Z_{A^{+}} Z_{C^{-}}}{4 \pi \epsilon_{o} \epsilon_{s} r_{A C}} \tag{1.1}
\end{equation*}
$$

where $\epsilon_{o}=8.84 \times 10^{-12} \mathrm{C}^{2} \mathrm{~N}^{-1} \mathrm{~m}^{-2}$ and $e$ is the elementary electric charge $\left(e=1.6 \times 10^{-19}\right.$ C). Consequently, depending on the relative dielectric constant, the dissociation of ions will vary and ionizable polymers will be either totally ionized and adopt a polyelectrolyte behavior or keep its neutral monomers and remain uncharged to adopt an ionomer behavior. For
instance, water has a high relative permittivity of $\epsilon_{s}=78.5$ and thus dissociates properly ions pairs.

- In addition to regulate intensity of electrostatic interactions between charges, solvent have a dipole moment $\mu$.

Solvation of anion in water:


Solvation of cation in water:


Figure 1.10 - Existence of water permanent dipole moment allows good solvation of cations and anions through dipole-charge interactions.

Let us consider water as an example since it is one of the most important solvent in chemistry. The water molecule has a well-known structure with an oxygen atom surrounded by two lone pairs and linked with two hydrogen atoms forming tetrahedron with an angle H-O-H of $\phi=$ $109.5^{\circ}$. Each water molecule represents a dipole of norm $\mu_{O H}=1.5 D$ where $D=3.33 \times 10^{-30}$ C.m is the usual dipole moment unit in chemistry. The resulting dipole moment pointing from oxygen to hydrogen writes:

$$
\begin{equation*}
\mu=2 \times \mu_{O H} \times \cos (\alpha)=1.85 D \tag{1.2}
\end{equation*}
$$

Not only water dissociates most of polyelectrolytes (high dielectric constant) but solvates properly (high dipole moment) cationic or anionic species (Figure 1.10). Hence, polyelectrolyte at high charge fraction are soluble in water and present a total dissociation of charges (4].

## Quality of the solvent

We display the relative permittivity $\epsilon_{s}$ of several usual solvents as well as their dipole moment $\mu$ in Table 1.2. Their intrinsic properties and the behavior of ionisable polymers to be solvated is also provided.

Table 1.2 - Description of usual solvents and behavior of polyelectrolytes to be interacting with.

| Solvent | $\mu$ | $\epsilon_{s}$ | Nature of solvent | Nature of neutral Monomer | Behavior |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Toluene | 0 | 2.38 | apolar and aprotic | Solvable | Ionomer |
| Water | 1.85 | 78.5 | Polar, hydrogen bond | Hydrophilic | Hydrophilic PE |
|  |  |  | Hydrophobic | Hydrophobic PE |  |
| DMF | 3.82 | 37.8 | Polar, aprotic | Solvable | Solvophilic PE |
| Acetonitrile | 3.92 | 36.6 | Polar, aprotic | Non solvable | Solvophobic PE |

Ionisable polymers adopt a different behavior depending of the solvent they interact with. For each solvent, effective permittivity $\left(\epsilon_{s}\right)$ and dipole moment is given $(\mu)$ at 293 K . The table is adapted from ref. [4] (Phd Thesis, 2003, 35, Table 2-1, Copyright 2003 with permission from University Paris VI).

Most of the organic solvents are apolar or lightly polar and provide mediocre solvation for charged species. They also display very small relative permittivity as shown in the case of toluene reported in Table 1.2 In that case, monomers are not ionized and remain in the form of ion pairs (ionomer).

A polyelectrolyte is qualified of hydrophilic (respectively hydrophobic) if the interactions with water molecules are thermodynamically more favorable (respectively less favorable) than interactions with other hydrophobic (respectively hydrophilic) solvents.

Remark: The notion of hydrophilic/hydrophobic polyelectrolyte in water can be generalized in case of other solvents: the polyelectrolyte is qualified of solvaphilic/solvaphobic.

Some solvents display higher dipole moment than water but a reduced relative permittivity due to their aprotic nature (absence of hydrogen bonds) such as $\mathrm{N}, \mathrm{N}$-dimethylformamide (DMF) or acetonitrile. They are less efficient to dissociate ionomers into polyelectrolytes and counterions.

Soluble polyelectrolytes release a high amount of ions in solution. This effect motivates a suitable description of electrostatic interactions in solution that we provide in the following section.

### 1.2.2 Electrostatic interactions in aqueous solution

### 1.2.2.1 Scale of electrostatic interactions in water

We consider an aqueous solution at temperature $T$ and of relative dielectric constant $\epsilon_{s}$ that contains two opposite charges of value $+|\mathrm{e}|$ and $-|\mathrm{e}|$. The electrostatic potential between the two charges writes as a function of the separating distance $r$ :

$$
\begin{equation*}
\mathcal{U}(r)=\frac{e^{2}}{4 \pi \epsilon_{s} \epsilon_{o} r} \tag{1.3}
\end{equation*}
$$

We introduce the Bjerrum length [25] denoted by $l_{B}$, corresponding to the distance for which the energy interaction between charges is equal to the thermal agitation $k_{B} T$ :

$$
\begin{equation*}
l_{B}=\frac{e^{2}}{4 \pi \epsilon_{s} \epsilon_{o} k_{B} T} \tag{1.4}
\end{equation*}
$$

The electrostatic potential can be written in a different way:

$$
\begin{equation*}
\mathcal{U}(r)=\frac{l_{B}}{r} k_{B} T \tag{1.5}
\end{equation*}
$$

The value of $l_{B}$ is $7.1 \AA$ in water at room temperature. The electrostatic interaction dominates thermal fluctutations at length-scale smaller than $l_{B}$.

### 1.2.2.2 Modeling electrostatic interactions in solution

We studied in the previous section the role of water as a solvent that dissociates and solvates charges. In addition, water contains charges through autoprotolysis reaction so that pure water contains also charges. Hence, it is required to introduce a proper theory that describes well electrostatics of charges in solution.

Let us consider an aqueous solution represented by its relative dielectric constant $\epsilon_{s}$ that contains $n$ different species of charges $q_{i}(\mathrm{i}=1, \ldots, \mathrm{n})$. The density of charges in the system is linked
to the electric field through the first Maxwell equation:

$$
\begin{equation*}
\vec{\nabla} \cdot \mathbf{E}(\mathbf{r})=\frac{\rho(\mathbf{r})}{\epsilon_{s} \epsilon_{o}} \tag{1.6}
\end{equation*}
$$

By replacing the electric field by electric potential $(E(\mathbf{r})=-\vec{\nabla} \phi(\mathbf{r}))$, we obtain the Poisson equation:

$$
\begin{equation*}
\Delta \phi(\mathbf{r})=-\frac{\rho(\mathbf{r})}{\epsilon_{s} \epsilon_{o}} \tag{1.7}
\end{equation*}
$$

The total charge density of the system is the sum of the charge density for every species:

$$
\begin{equation*}
\rho(\mathbf{r})=\sum_{i=1}^{n} c_{i}(\mathbf{r}) q_{i} \tag{1.8}
\end{equation*}
$$

At equilibrium, the concentration of species $i$ of charge $q_{i}$ obeys the Boltzmann statistics:

$$
\begin{equation*}
c_{i}(\mathbf{r})=c_{i}^{o} \exp \left(-\frac{q_{i} \phi(\mathbf{r})}{k_{B} T}\right) \tag{1.9}
\end{equation*}
$$

The combination of equations 1.7 and 1.9 yields the Poisson-Boltzmann equation:

$$
\begin{equation*}
\Delta \phi(\mathbf{r})=-\sum_{i=1}^{n} \frac{c_{i}^{o} q_{i}}{\epsilon_{s} \epsilon_{o}} \exp \left(-\frac{q_{i} \phi(\mathbf{r})}{k_{B} T}\right) \tag{1.10}
\end{equation*}
$$

This equation is not linear and cannot be solved analytically excepted for few specific cases. However, if the electrostatic energy $q_{i} \phi(\mathbf{r})$ is small compared to thermal agitation energy $k_{B} T$, the Poisson-Boltzmann equation can be linearized at the first order of the exponential term. The obtained equation is the Debye-Hückel equation:

$$
\begin{equation*}
\Delta \phi(\mathbf{r})=\frac{1}{\lambda_{D}^{2}} \phi(\mathbf{r}) \tag{1.11}
\end{equation*}
$$

where a characteristic length $\lambda_{D}$ appears:

$$
\begin{equation*}
\lambda_{D}=\left(\frac{1}{\epsilon_{s} \epsilon_{o} k_{B} T} \sum_{i=1}^{n} c_{i}^{o} q_{i}^{2}\right)^{-\frac{1}{2}} \tag{1.12}
\end{equation*}
$$

The Debye length $\lambda_{D}$ gives the scope of the electrostatic interaction in a given solution.
The Debye-Hückel equation admits an analytical solution in spherical coordinates. In that case, the electrostatic potential created by a charge in space depends on the radial distance $r$ :

$$
\begin{equation*}
\frac{1}{r^{2}}\left(\frac{\partial}{\partial r}\left(r^{2} \frac{\partial \phi(r)}{\partial r}\right)\right)=\frac{1}{r} \frac{\partial^{2}(r \phi(r))}{\partial r^{2}}=\frac{1}{\lambda_{D}^{2}} \phi(r) \quad \Longrightarrow \quad \frac{\partial^{2}(r \phi(r))}{\partial r^{2}}=\frac{1}{\lambda_{D}^{2}} r \phi(r) \tag{1.13}
\end{equation*}
$$

The solution of the equation 1.13 is proportional to a decaying exponential term that model the screening of the charge by the surrounding charged species. The potential of a charge $q$ is written as:

$$
\begin{equation*}
\phi(r)=\frac{q}{4 \pi \epsilon_{s} \epsilon_{o} r} \exp \left(-\frac{r}{\lambda_{D}}\right) \tag{1.14}
\end{equation*}
$$

Remark: For an aqueous solution of rock salt, the Debye length is expressed simply as a function of salt concentration:

$$
\begin{equation*}
\lambda_{D}=\frac{3 \AA}{\sqrt{c_{s}(\mathrm{~mol} / L)}} \tag{1.15}
\end{equation*}
$$

An increase of ion concentration results in a shorter Debye length. In pure water, autoprotolysis involves presence of $\mathrm{H}_{3} \mathrm{O}^{+}$and $\mathrm{OH}^{-}$ions at a concentration of $\mathbf{c}=10^{-7}$
mol/l. The calculated Debye length is $\lambda_{D}=970 \mathrm{~nm}$.

### 1.2.3 Physics of hydrophilic polyelectrolytes in solution

We present the physics involved in the description of hydrophilic polyelectrolytes which constitute a reference class for the study of other classes such as hydrophobic polyelectrolytes [4]. The connectivity of the chain is taken into account because of the monomer-monomer interactions. The goal is not to provide an exhaustive review of theoretical or experimental researches but only to present the main results. As a starting point, we present the conformation of a neutral chain in solution and we introduce the concept of electrostatic blob to treat conformation of a weakly charged polyelectrolyte. Finally, the condensation of counterions on a polyelectrolyte is presented with the Manning-Oosawa theory.

### 1.2.3.1 Conformation of a neutral chain in solution

## The freely joined chain model

The simplest description of a neutral chain consists of the freely joined chain model [26]. The chain is ideal because it is not possible to distinguish monomer-monomer and monomer-solvent interaction. One qualifies the chain to be in a $\theta$ solvent (4].

A good measure of the size occupied by the polymer relies on the calculation of the end-to-end distance. As an illustration, if the polymer forms a entangled complex in solution, the end-to-end distance will give a proper estimation of the entangled complex size.

The polymer is represented as a continuous chain made of $N$ links of length a modeling monomers. Hence, every link points independently in every directions so that bond orientations are uncorrelated. If $\mathbf{r}_{i}$ is the vector associated to a link of index $i$, noncorrelation is implied by the following relations:

$$
\left\{\begin{array}{lll}
\left\langle\mathbf{r}_{i} \cdot \mathbf{r}_{j}\right\rangle=0 & \text { if } & i \neq j  \tag{1.16}\\
\left\langle\mathbf{r}_{i} \cdot \mathbf{r}_{j}\right\rangle=1 & \text { if } & i=j
\end{array}\right.
$$

It is straightforward to estimate the norm of the end-to-end vector for the ideal chain $R_{\text {ideal }}$ :

$$
\begin{align*}
R_{\text {ideal }}= & \left(\sum_{n, m=1}^{N}<\mathbf{r}_{n} \cdot \mathbf{r}_{m}>\right)^{\frac{1}{2}}  \tag{1.17}\\
R_{\text {ideal }}= & \left(\sum_{n=1}^{N}<\mathbf{r}_{n}^{2}>+2 \sum_{n>m}<\mathbf{r}_{n} \cdot \mathbf{r}_{m}>\right)^{\frac{1}{2}}  \tag{1.18}\\
R_{\text {ideal }}= & \left(N a^{2}\right)^{\frac{1}{2}}  \tag{1.19}\\
R_{\text {ideal }}= & a N^{\frac{1}{2}} \tag{1.20}
\end{align*}
$$

The end-to-end distance is $R_{\text {ideal }} \sim N^{\frac{1}{2}}$ for the model of ideal chain. Although the freely joined chain is the simplest model that describes a polymer, more sophisticated models exhibit also an end-to-end distance $R \sim N^{\frac{1}{2}}$. We provide an example below.

## The freely rotating chain

The nature of chemical bonds can impose a given angle between bonds of monomers: the freely rotating chain describes this situation [26]. The model is presented in Figure 1.11
a) The freely joined chain

b) The freely rotating chain


Figure 1.11 - a) Model of the freely joined chain. b) Model of the freely rotating chain where the angle $\alpha$ is imposed and constant. The projection of $\mathbf{r}_{n}$ on $\mathbf{r}_{n-1}$ gives $<\mathbf{r}_{n} \cdot \mathbf{r}_{n-1}>=\mathbf{r}_{n-1} \cos (\alpha)$.

It is also visible that for the freely rotating chain model (Figure 1.11), we obtain the following relationship:

$$
\begin{align*}
<\mathbf{r}_{n-1} \cdot \mathbf{r}_{n}> & =\cos (\alpha)<\mathbf{r}_{n-2} \cdot \mathbf{r}_{n}>  \tag{1.21}\\
& =(\cos (\alpha))^{2}<\mathbf{r}_{n-3} \cdot \mathbf{r}_{n}> \tag{1.22}
\end{align*}
$$

This recursion relation can be generalized with condition that $\left\langle\mathbf{r}_{m}^{2}\right\rangle=a^{2}$

$$
\begin{equation*}
<\mathbf{r}_{n} \cdot \mathbf{r}_{m}>=a^{2}(\cos (\alpha))^{|n-m|} \tag{1.23}
\end{equation*}
$$

Thanks to equation 1.23, we calculated the end-to-end distance $R_{\text {freely }}$ for a chain having a large number of links $N$ :

$$
\begin{array}{lc}
R_{\text {freely }}= & \left(\sum_{n=1}^{N} \sum_{m=1}^{N}<\mathbf{r}_{n} \cdot \mathbf{r}_{m}>\right)^{\frac{1}{2}} \\
R_{\text {freely }}= & \left(\sum_{n=1}^{N} \sum_{k=-n+1}^{N-n}<\mathbf{r}_{n} \cdot \mathbf{r}_{n+k}>\right)^{\frac{1}{2}} \\
R_{\text {freely }}= & \left(\sum_{n=1}^{N} \sum_{k=\infty}^{\infty}<\mathbf{r}_{n} \cdot \mathbf{r}_{n+k}>\right)^{\frac{1}{2}} \\
R_{\text {freely }}= & \left(\sum_{n=1}^{N} a^{2}\left(1+2 \sum_{k=1}^{\infty}(\cos (\alpha))^{k}\right)\right)^{\frac{1}{2}} \\
R_{\text {freely }}= & \left(\sum_{n=1}^{N} a^{2}\left(\frac{1+\cos (\alpha)}{1-\cos (\alpha)}\right)\right)^{\frac{1}{2}} \\
R_{\text {freely }}= & a\left(\frac{1+\cos (\alpha)}{1-\cos (\alpha)}\right) N^{\frac{1}{2}} \tag{1.29}
\end{array}
$$

The end-to-end distance for the freely rotating chain follows $R_{\text {freely }} \sim a N^{\frac{1}{2}}$ like the freely joined chain model.

Remark: For a chain that contains a large number of links $N$, the probability of a chain to have an end-to-end distance $R(N)$ is given by a gaussian probability:

$$
\begin{equation*}
\Omega(R, N) \propto P(R, N)=\left(\frac{3}{2 \pi R_{o}^{2}}\right)^{\frac{3}{2}} \exp \left(-\frac{3 R^{2}}{2 R_{o}^{2}}\right) \tag{1.30}
\end{equation*}
$$

where $R_{o}^{2}$ is the average of the square of end-to-end distance of the chain ( $R_{o} \sim a N^{\frac{1}{2}}$ for the above models.

## Effect of the excluded volume

The previous models do not take into account the excluded volume between segments that
represent non-interpenetration between monomers. In particular, the excluded volume effect aims to mimic the behavior of a polymer chain in a good solvent [4]: the monomer prefers to interact with the solvent instead of the other monomers. Consequently, the interaction free energy $F$ of the chain will be the sum of two contributions:

$$
\begin{equation*}
F=F_{e n t}+F_{e x c l} \tag{1.31}
\end{equation*}
$$

First, the entropic energy term $F_{\text {ent }}$ comes from the energy cost to stretch the polymer chain. Then, the excluded volume interaction term $F_{\text {excl }}$ takes into account the volume of the monomer.

The entropic contribution energy $F_{\text {ent }}$ for the chain having N monomer writes:

$$
\begin{equation*}
F=-T S(\Omega(R, N))=-T k_{B} \ln (\Omega(R, N)) \propto \frac{3}{2} \frac{R^{2}}{R_{o}^{2}} k_{B} T \tag{1.32}
\end{equation*}
$$

In the other hand, the excluded interaction volume represents an energy cost of $k_{B} T$ per monomer. The number of interactions is assumed to be of the order of $N$, the excluded volume is denoted by $v$ and the number density of monomers that occupied the pervaded volume is $\sim \frac{N}{R^{3}}$ so that $F_{\text {excl }}$ is expressed in the following way:

$$
\begin{equation*}
F_{e x c l}=\frac{N^{2} v}{R^{3}} k_{B} T \tag{1.33}
\end{equation*}
$$

If the constant term that does not depend on $R$ is omitted, we obtain the free energy of the polymer $F$ also called Flory energy $F_{\text {Flory }}$ [27]:

$$
\begin{equation*}
F_{F l o r y} \sim \frac{3}{2} \frac{R^{2}}{R_{o}^{2}} k_{B} T+\frac{N^{2} v}{R^{3}} k_{B} T \tag{1.34}
\end{equation*}
$$

The minimization of this energy in function of $R$ yields to the end-to-end equilibrium distance $R_{\text {Flory }}$ of the chain that takes into account excluded volume:

$$
\begin{equation*}
R_{F l o r y} \sim a N^{\frac{3}{5}} \tag{1.35}
\end{equation*}
$$

In conclusion, the end-to-end distance of a neutral polymer chain depends only on the number of monomers $N$ and the quality of the solvent through the parameter $\nu$ :

$$
\begin{equation*}
R \sim a N^{\nu} \tag{1.36}
\end{equation*}
$$

In $\theta$ solvent, the freely joined chain and the freely rotating chain models give $\nu=\frac{1}{2}$. In good solvent, (i.e. by taking account of excluded volume) the polymer occupies a higher volume than in $\theta$ solvent because the coefficent $\nu=\frac{3}{5}$ is higher.

### 1.2.3.2 Conformation of a weakly charged polyelectrolyte in solution

We consider a chain of $N$ monomers that contain a number of elementary charges $N f(0<f<$ 1) spread uniformly along the chain. The chain is assumed to be hydrophilic (or solvaphilic if the solvent is not water) and in solution with no added salt and no counterions.

The electrostatic interaction between charges distributed on the chain is repulsive because the scope of the electrostatic interaction in pure water ( $\lambda_{D}=970 \mathrm{~nm}$ ) is higher than the average distance separating charges on the polyelectrolyte. The chain would adopt a stretched conformation in order to minimize the electrostatic energy but at the expense of an important entropic cost. Not only, the configuration will be extended because of the charge repulsion of the chain but it will display local fluctuations below a characteristic size $\xi_{e}$ [28]. The local fluctuations are not sensitive to the electrostatic charges and the chain conformation at such scale resembles those of a neutral chain (section 1.2.3.1). The chain can be thus divided in "artificial" distincts units called electrostatic blobs [29] as illustrated in Figure 1.12.

A blob is assumed to be spherical with a radius $r_{e}=\xi_{e} / 2$ composed of $N_{e}$ monomers of size $a$ and carries a charge $q_{e}=N_{e} f|e|$ for which the electrostatic interaction compensates exactly thermal agitation.


Figure 1.12 - Partition of the polyelectrolyte of length $L$ into electrostatic blobs of diameter $\sim$ $\xi_{e}$. At large scale, the blobs are aligned because of the electrostatic repulsion. The length of the polyelectrolyte is thus $L=\left(N / N_{e}\right) \xi_{e}$.

The electrostatic interaction $U_{e}$ associated with an increase of the blob radius writes:

$$
\begin{equation*}
d U_{e}=\frac{4 \pi \rho_{e}^{2} r_{e}^{4}}{\epsilon_{o} \epsilon_{s}} d r_{e} \tag{1.37}
\end{equation*}
$$

where $\rho_{e}=\frac{N_{e} f|e|}{\frac{4}{3} \pi r_{e}^{3}}$ is the charge density of the blob. Integration of equation 1.37 results in the electrostatic energy of the blob:

$$
\begin{equation*}
U_{e}=\frac{4 \pi \rho_{e}^{2} r_{e}^{5}}{15 \epsilon_{o} \epsilon_{s}}=\frac{3}{20} \frac{\left(N_{e} f|e|\right)^{2}}{\pi \epsilon_{o} \epsilon_{s} r_{e}} \tag{1.38}
\end{equation*}
$$

By introducing the Bjerrum length, the electrostatic interaction is written as a function of $k_{B} T$ units for a blob of diameter $\xi_{e}$ :

$$
\begin{equation*}
U_{e}=\frac{5}{6}\left(N_{e} f\right)^{2} \frac{l_{B}}{\xi_{e}} k_{B} T \sim\left(N_{e} f\right)^{2} \frac{l_{B}}{\xi_{e}} k_{B} T \tag{1.39}
\end{equation*}
$$

From now on, we ignore the prefactor that may appear in calculations and only focus on dimensional quantity to establish scaling laws [28]. The existence of the blob relies on balance between the electrostatic and the thermal energy which provide a scaling law for the blob diameter:

$$
\begin{equation*}
\xi_{e} \sim\left(N_{e} f\right)^{2} l_{B} \tag{1.40}
\end{equation*}
$$

In the case of a blob where the electrostatic energy is not sufficient to compensate thermal energy, the chain behaves as if it was neutral and the size of the blob satisfies the relation 1.36

$$
\begin{equation*}
\xi_{e} \sim a N^{\nu} \tag{1.41}
\end{equation*}
$$

A combination of equations 1.40 and 1.41 yields to the determination of the number of monomers per blob $N_{e}$ and the size of the blob $\xi_{e}$ :

$$
\begin{align*}
& \xi_{e} \sim a\left(\frac{l_{B}}{a}\right)^{\frac{\nu}{\nu-2}} f^{\frac{2 \nu}{\nu-2}}  \tag{1.42}\\
& N_{e} \sim a\left(\frac{l_{B}}{a}\right)^{\frac{1}{\nu-2}} f^{\frac{2}{\nu-2}} \tag{1.43}
\end{align*}
$$

Inside the electrostatic blob thermic fluctuations dominate so that the chain behaves like a neutral chain in $\theta$ solvent or in good solvent depending of the value of $\nu$. At long range, the blobs repel each other and align themselves so that the length of the chain is:

$$
\begin{equation*}
L \sim \frac{N}{N_{e}} \xi_{e} \sim a N\left(\frac{l_{B}}{a}\right)^{\frac{\nu-1}{\nu-2}} f^{\frac{2 \nu-2}{\nu-2}} \tag{1.44}
\end{equation*}
$$

By using scaling laws, it is possible to characterize the polyelectrolyte with the concept of electrostatic blobs which takes account of local fluctuations at short range. The polyelectrolyte chains adopt the following characteristic lengths depending of the solvent quality.

- In $\theta$ solvent, we have $\nu=\frac{1}{2}$ :

$$
\begin{equation*}
\xi_{e} \sim a\left(\frac{l_{B}}{a}\right)^{-\frac{1}{3}} f^{-\frac{2}{3}} \quad \text { and } \quad L \sim a N\left(\frac{l_{B}}{a}\right)^{\frac{1}{3}} f^{\frac{2}{3}} \tag{1.45}
\end{equation*}
$$

- In good solvent, we have $\nu=\frac{3}{5}$ :

$$
\begin{equation*}
\xi_{e} \sim a\left(\frac{l_{B}}{a}\right)^{-\frac{3}{7}} f^{-\frac{6}{7}} \quad \text { and } \quad L \sim a N\left(\frac{l_{B}}{a}\right)^{\frac{2}{7}} f^{\frac{4}{7}} \tag{1.46}
\end{equation*}
$$

In all cases the length of the chain is proportional to the number of monomers:

$$
\begin{equation*}
L \sim a N \tag{1.47}
\end{equation*}
$$

In both cases, the chain adopts a more stretched configuration if its charge $f$ is increased. The result 1.45 is of first importance and has been derived first by Khun, Künzle and Katchalsky in 1948 [30].

### 1.2.3.3 Model of a highly charged polyelectrolyte: Manning-Oosawa theory

The extrapolation of the model of weakly charged polyelectrolyte to highly charged polyelectrolyte involves to identify an electrostatic blob to a monomer: the chain is completely stretched and can be represented by a charged cylinder of total charge $f N e$. Indeed a significant fraction of the monomers $f N$ will be ionized resulting in solvated counterions. However, for highly charged polyelectrolyte, a large fraction of counterions in solution are condensed on the polyelectrolyte resulting in an effective chemical charge $f_{e f f}$. This condensation is called the Manning-Oosawa phenomenon [31, 32].

In order to capture the strength of the electrostatic interaction between separated charges on a polyelectrolyte, the dimensionless Manning parameter is introduced [31, 33] and is defined as the ratio of the Bjerrum length over the distance $b$ separating two ionic sites on the polyelectrolyte:

$$
\begin{equation*}
\xi=\frac{l_{b}}{b}=\frac{e^{2}}{4 \pi \epsilon_{s} \epsilon_{o} k_{B} T b} \tag{1.48}
\end{equation*}
$$

Remark: for $\xi<1$, the electrostatic interactions acting between two ionic sites are
weaker than thermal fluctuations, the situation being reversed for $\xi>1$.

The Manning-Oosawa theory estimates the fraction of counterions condensed on the polyelectrolyte assimilated to a charged cylinder. The key idea is to divide the system in two cylindrical regions around the linear polyelectrolyte [34]: a region that contains the polyelectrolyte and condensed counterions within a cylinder of radius $r_{c}$ centered along the polyelectrolyte axis and another region that contains free counterions corresponding to a hollow cylinder such that $r_{c}<r<r_{f}$. The two regions are depicted in Figure 1.13 .


Figure 1.13 - Linear polyelectrolyte with the region of condensed counterions (full black beads) and region of free counterions (circle black beads).

If $\beta$ refers to the number of ions that are free, the effective Manning parameter is:

$$
\begin{equation*}
\xi_{e f f}=\beta \xi \tag{1.49}
\end{equation*}
$$

In other words, when more counterions are condensed on the polyelectrolyte, the value of the Manning parameter decays as counterions are screening electrostatic repulsions between polyelectrolyte ionic sites.

It is argued that the concentration of condensed and free counterions obeys a Poisson-Boltzmann
distribution. Hence, the concentration of free counterions and condensed counterions verifies the following relationship:

$$
\begin{equation*}
n_{c}=n_{f} \exp \left(\frac{-e \Delta \phi}{k_{B} T}\right) \tag{1.50}
\end{equation*}
$$

Let us derive the electrostatic potential induced by the polyelectrolyte cylinder. We recall that the polyelectrolyte and ions are in a solvent of relative permittivity $\epsilon_{s}$. By applying the Gauss theorem, we calculate the electric field $E(\mathbf{r})$ produced by the polyelectrolyte:

$$
\begin{equation*}
E(\mathbf{r})=\frac{e}{2 \pi \epsilon_{o} \epsilon_{s} b r} \mathbf{r} \tag{1.51}
\end{equation*}
$$

By applying the gradient to the electric field, we derive the expression of the electric potential in condition that the potential vanishes at $r_{f}$ :

$$
\begin{equation*}
\phi(r)=-\frac{e}{2 \pi \epsilon_{o} \epsilon_{s} b} \ln \left(\frac{r}{r_{f}}\right) \tag{1.52}
\end{equation*}
$$

The electric field can be expressed in function of the Manning parameter $\xi$ :

$$
\begin{equation*}
\phi(r)=-2 \xi\left(\frac{k_{B} T}{e}\right) \ln \left(\frac{r}{r_{f}}\right) \tag{1.53}
\end{equation*}
$$

The difference of electric field between $\mathrm{r}_{c}$ and $\mathrm{r}_{f}$ can be expressed in function of the effective Manning parameter $\xi_{\text {eff }}$ and subsequently in function of the volume:

$$
\begin{equation*}
\Delta \phi=-2 \xi_{e f f}\left(\frac{k_{B} T}{e}\right) \ln \left(\frac{r_{f}}{r_{c}}\right)=-\xi_{e f f}\left(\frac{k_{B} T}{e}\right) \ln \left(\frac{V_{f}+V_{c}}{V_{c}}\right) \tag{1.54}
\end{equation*}
$$

In order to remove the difference in electric potential $\Delta \phi$, we combine equations 1.50 and 1.54

$$
\begin{equation*}
\ln \left(\frac{n_{c}}{n_{f}}\right)=-\frac{e \Delta \phi}{k_{B} T}=\xi_{e f f} \ln \left(\frac{V_{f}+V_{c}}{V_{c}}\right)=\xi \beta \ln \left(\frac{V_{f}+V_{c}}{V_{c}}\right) \tag{1.55}
\end{equation*}
$$

In another way, the Manning parameter can be expressed in function of $n_{c}, V_{c}, n_{f}$ and $V_{f}$ :

$$
\begin{equation*}
\ln \left(\frac{1-\beta}{\beta}\right)=\ln \left(\frac{n_{c}}{n_{f}}\right)+\ln \left(\frac{V_{c}}{V_{f}}\right) \tag{1.56}
\end{equation*}
$$

Let us introduce the fraction of space that contains the condensed counterions as $\alpha=\frac{V_{c}}{V_{f}+V_{c}}$ so that equation 1.55 and 1.56 can be combined in the following way:

$$
\begin{equation*}
\ln \left(\frac{1-\beta}{\beta}\right)=\ln \left(\frac{\alpha}{1-\alpha}\right)-\beta \xi \ln \alpha \tag{1.57}
\end{equation*}
$$

Even though this equation seems complicated, we can extract several important information. Let us analyze the case $\phi \rightarrow 0$ such that the volume of the condensed region becomes small.

- Oosawa demonstrated that equation 1.57 admits two types of solutions. When $\xi<1$, a solution exits for $\beta=1$. Condensation of counterions does not occur when thermal fluctuations dominate electrostatic interactions and thus counterions are free. However, when $\xi>1$, a solution exists for $\beta=\frac{1}{\xi}$, sufficient amount of counterions condensate in order to maintain an effective charge density $\xi_{\text {eff }}$ inferior or close to the critical charge density $\xi_{c}=1$ corresponding to the onset of counterion condensation.
- The above conclusion holds for higher valency Z of the counterions but the onset of counterion condensation is reduced to $\xi_{c}=\frac{1}{|Z|}$ while for $\xi>\xi_{c}$, the fraction of condensed charge becomes $\beta=\frac{1}{|Z| \xi}$. We can summarize the evolution of the Manning parameter $\xi$ in function of the effective Manning parameter $\xi_{\text {eff }}$ on the plot represented in Figure 1.14 .
- If we consider the DNA molecule in presence of its natural monovalent counterions $\mathrm{Na}^{+}$, the Manning parameter is $\xi=4.2$ and condensation occurs for $\xi_{\text {eff }}=\xi \beta \sim 1$ and the fraction of the condensed monovalent ions on the DNA is $\frac{1-\beta}{\beta}=\frac{3.2}{4.2} \sim 0.75$.


Figure 1.14 - Plot that represents the effective Manning parameter $\xi_{\text {eff }}$ in function of the Manning parameter of the chain $\xi$ in the Manning-Oosawa condensation theory.

In summary, a highly charged polyelectrolyte can be assimilated to a weakly charged polyelectrolyte due to counterion condensation with an effective Manning parameter predicted to be $\xi_{e} f f=\xi$ if $\xi<\frac{1}{|Z|}$ and $\xi_{e} f f=\frac{1}{|Z|}$ if $\xi>\frac{1}{|Z|}$.

### 1.2.4 Conclusion

We provided some of the important physical aspects of polyelectrolytes in solution. First, we introduced the different classes of polyelectrolytes represented in particular by the weak/strong and hydrophilic/hydrophobic polyelectrolytes for which the solvent plays a major role.

Then, we introduced some important elements of electrostatics to describe charges in solution. The presence of free ions modifies strongly the electrostatic interactions in solution. The PoissonBoltzmann (PB) equation is non-linear and is widely used for analytical or numerical simulations of systems involving charged species in solution. When the thermal fluctuations dominate, the PB equation is linearized and leads to the Debye-Hückel equation for which the scale of the electrostatic interactions is given by the Debye length $\lambda_{D}$.

We presented physical concepts to describe hydrophilic polyelectrolytes in solution depending on their intrinsic charges. As a starting point, we introduced models that describe conformation of uncharged chains through the calculation of the end-of-end distance $R \sim a N^{\nu}$ where $\nu$ depends on the quality of the solvent. For a weakly charged polyelectrolyte, the chain adopts a linear conformation due to electrostatic repulsion at large scale and the typical length is found to be
proportional to the number of monomers $(R \sim a N)$. We recalled the concept of electrostatic blob that highlights local thermal fluctuations. For a highly charged polyelectrolyte, it is assumed that the chain has a stretched conformation and strong electrostatic interactions with dissociated counterions. Along this line, the Manning-Oosawa model has been presented. Above a critical charge of the polyelectrolyte given by the critical Manning parameter $\xi_{\text {crit }}=\frac{1}{|Z|}$, most of the counterions are condensed on the polyelectrolyte which can be assimilated to a weakly charged polyelectrolyte with an effective Manning parameter $\xi_{\text {eff }}=\frac{1}{|Z|}$.

### 1.3 Complexes of polyelectrolytes

Polyelectrolyte complexes (PECs) are complexes formed by interactions between oppositely charged polyelectrolytes. PECs drive attention of researchers since the end of the $19^{\text {th }}$ century with the work of Albrecht Kossel in 1896 who pointed out that electrostatic interactions drive precipitation in a system of oppositively charged proteins and carbohydrates [35]. We review some important aspects of polyelectrolyte complexes in the subsequent section. First, we focus on the interactions that drive complexation of polyelectrolytes. Then, we highlight mechanisms of complex formation and we provide in a last part, some examples of structures that can emerge from polyelectrolyte complexation.

### 1.3.1 Interactions driving polyelectrolyte complexation

Depending of the nature of the polyelectrolytes to be involved in the complex formation, complexation can be driven by different interactions. We review the most important interactions which are hydrogen bonds, electrostatic interactions and hydrophobic interactions [2].

- PECs can arise through hydrogen bonds between neutral hydrophilic polyelectrolytes that bear proton donating units and proton accepting units [36. Such complexes can form with neutral polymers that contain amine, alcohol, acid or ether groups [37]. In case of polyelectrolytes, hydrogen bonds still exist in presence of polyethylene glycol or polysaccharide backbone in addition to electrostatic interactions.
- It is admitted that the main interaction that governs complexation of polyelectrolytes are electrostatic interactions [1]. The parameters that influence complexation of polyelectrolytes
are in fact the ones modifying electrostatic interactions such as pH , ionic strength or charge carried by the polyelectrolyte.
- Although electrostatic interactions are the main driving force for polyelectrolyte complexation, it has been proven that hydrophobic interactions are also involved. For example, it is possible to determine hydrophobicity of polyelectrolytes by chromatography. In particular surface hydrophobicity is directly estimated and plays a role in polyelectrolyte complexation (38).


### 1.3.2 Mechanism of complex formation

The PECs are mostly driven by electrostatic interactions between oppositively charged polyelectrolytes. In solution, the polyelectrolytes are also associated with their respective low molecular weigth counterions that are released during the complex formation, resulting in an entropy gain of the system [39]. First, the role of counterions in complex formation is highlighted and we present subsequently the general kinetic of complex formation.

### 1.3.2.1 Thermodynamics for complex formation



Figure 1.15 - Mixture of positive and negative polyelectrolytes can result in complex formation and release of counterions. Reprinted from ref. [40] (Journal of colloid and interface science, 2011, $361(2)$, 407-422, Figure 1, Copyright 2011 with permission from Elsevier).

Let us consider a highly charged polyelectrolyte in solution with associated counterions. It is predicted from Manning-Oosawa theory (section 1.2.3.3) that such polyelectrolyte had a significant fraction of counterions that are condensed and form a charged layer. Not only, it is likely that
the fraction of condensed counterions lower the interaction energy of the system compared to the hypothetical situation of all free counterions.

When two opposite charged polyelectrolytes are mixed together to form a complex, the layers of counterions are destroyed and the counterions are realeased to form a like salt solution (Figure 1.15.

The complex formation induces a change in the energy (enthalpy $H$ ) and entropy $S$ of the system and each contribution depends on ionic strength if salt ions are present in solution in addition to the counterions of oppositively charged polyelectrolytes. The Figure 1.16 exhibits the variation of Gibbs free energy $\Delta G=\Delta H-T \Delta S$ as function of the salt concentration. In any cases, the variation of entropy $\Delta S$ is likely to be positive because of the release of counterions initially condensed on polyelectrolytes. The contribution would be larger at low ionic strength and decreases as ionic strength increases because in that case, the release of counterions represents a smaller fraction of free ions in solution that already contribute to the translational entropy. On the other hand, a negative (but smaller) contribution to the entropy can result from a loss of configurational and translational entropy of complexed polyelectrolytes, provided that the chains are long enough [41, 40]. However, complexation is usually favored entropically.


Figure 1.16 - Effect of ionic strength (salt concentration) on the variation of free energy $\Delta G$ of the system, the variation of entropy $\Delta S$ as well as the variation of enthalpy $\Delta H$. Depending on the salt concentration, the complexation can be exothermic or endothermic. Reprinted from ref. [40] (Journal of colloid and interface science, 2011, 361(2), 407-422, Figure 2, Copyright 2011 with permission from Elsevier).

The enthalpy of the system can be either positive or negative. At low ionic strength, the energy of the system decreases considerably upon polyelectrolyte complexion and the process is exother-
mic. At higher ionic strength, the decrease of energy associated to complexation of polyelectrolytes is compensated by an increase of energy because of release of counterions, so that the complexation is endothermic. Such trend has been confirmed by calorimetric measurements 42] and computer simulations 43. The crossover between endothermic and exothermic complexation depends of the nature of the polyelectrolytes. Nonetheless, a general trend is that for highly charged polyelectrolytes, the complexation is endothermic because a large fraction of counterions are adsorbed before complexation. On the contrary, complexation is thus likely to be exothermic for weakly charged polyelectrolytes [40].

We remind that complexation of polyelectrolytes not only involves electrostatic interactions but also depends on various other interactions due to the nature of polyelectrolytes (hydrogen bonds), or the solvent (hydrophobicity). A clear picture of each contribution in the complexation of polyelectrolytes has not been obtained so far.

### 1.3.2.2 Dynamic of complex formation

From a general perspective, the dynamic of complex formation can be summarized into three stages [2] that are shown in Figure 1.17

1. The mixing of polyelectrolytes results in the primary complex formation. This process is fast and takes place in several ms [2].
2. An intermediate complex emerges $1-2 \mathrm{~h}$ after mixing time, due to new bond formation and alteration of the polyelectrolyte chains.
3. Intercomplex aggregation result from the gathering of the intermediate complexes. This stage is influenced by various factors such as the conditions of complexation or the nature of polyelectrolytes [2].

The above mechanism can be influenced by many factors, we will review in detail most of them in the subsequent section.

### 1.3.3 Possible structures of polyelectrolytes

The intrinsic nature of polyelectrolytes such as the strength, the molecular weight [44, the charge distribution [45] and composition of the mixture influence the structure that can emerge


Figure 1.17 - Schematic representation of the different stages of PECs formation. Reprinted from ref. [2] (Artificial cells, nanomedicine, and biotechnology, 2011, 44(7), 1615-1625, Figure 1, Copyright 2011 with permission from Taylor \& Francis).
from complexation process. In addition, their conditions of preparation such as the solvent quality, ionic strength [46, 47], pH [48] as well as the mixing procedure (e.g. order of mixing [49, [50], time of mixing [51]) could result in various PEC morphologies.

PECs are classified into three categories of structures which are water-soluble, colloidal and dense PECs [2, 1].

- Studies on water-soluble PECs took their origin in the work of Kabanov [52, 53] and Tsuschida [54, 55]. PECs arise between polyelectrolytes with weak ionic groups and large difference in molar mass that are mixed in a non-stoichiometric ratio. The complex consists of long host polyelectrolytes on which are adsorbed short guest polyions of opposite charge in a ladder-like structure [52]. Polyelectrolyte complex highlights hydrophilic single-stranded and hydrophobic double-stranded units (Figure 1.18).
- PECs formation between strong polyelectrolytes results in macroscopic flocculated systems. However, in dilute solution, the complexation can be stopped at the colloidal level [56, 57. Although a $1: 1$ stoichiometry is found for strong polyelectrolytes, the general trend is that


Figure 1.18 - General aspect of the ladder-like structure adopted by water-soluble PECs.
the inner part of the particle of colloidal PECs constitutes a homogeneous and charge neutral entangled core where 1:1 stoichiometry prevails while the outer shell consists of polyelectrolyte layers that give the complex its charge. This outer shell stabilizes the particle from further aggregation [57].

- PECs can also form dense structures. PECs can separate from the solvent in a liquid-solid phase (precipitation) to form a solid phase called solute. In another case, the complexes remain soluble but two distinct phases emerge with one rich in PECs called coacervate. The precipitation occurs when the charge density of polyelectrolytes is high and ionic strength is weak such that the electrostatic interactions are maximum [58]. It is likely that electrostatic interactions play the major role in formation of dense structures given that an increase in ionic strength screens interactions between polyelectrolytes and reduces precipitation [36].

Depending on the stiffness, size and architecture of the polyelectrolytes, various complexes can be formed and some of them are presented in Figure 1.19

The structure and size of the PECs are investigated with various techniques. Dynamic light scattering is one of the most used techniques to estimate the size of PEC particles. The diameter can also be estimated in solution by using Stokes-Einstein equation [60]. The detailed structure of PECs is probed with small-angle X-ray diffraction and neutron scattering and has been used to investigate rod-like 61, 62], core-shell 63] or randomly branched PECs 64].


Figure 1.19 - Examples of structures of PECs with polyelectrolytes of different form and stiffness. A) Flexible linear + globular. B) Semiflexible linear + globular. C) Rodlike linear + globular. D) Flexible linear + flexible linear. E) Rodlike linear + flexible linear. F) Globular + globular. Reprinted from ref. [59 (Current opinion in colloid \& interface science, 2006, 11(5), 295-301, Figure 1, Copyright 2006 with permission from Elsevier).

### 1.3.4 Conclusion

Polyelectrolyte complexes represent an important class of materials which own their existence mainly from electrostatic interactions. The diversity of polyelectrolyte structures and the possible conditions of preparations result in a wide range of possible PECs. Consequently, PECs attract interest from the scientific community because of the various possible applications especially in pharmaceutics and medicine such as drug carrier systems for enzymes, DNA or drug where charged particles can be integrated to the complex [2]. Because of the diversity and the high number of existing and/or prospective PECs such that each system would represent a full study in itself, we decided to focus only on two systems of PECs that will be presented and discussed in the next chapter.
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The miniaturization of the transistor had a broad impact on the technology in the second part of the twentieth century and motivated a lot of researches in material science. By pursuing miniaturization until the nanoscale dimension, the standard "top-down" processing techniques that consist in using external tools to reduce the size of large structures into desired dimensions and patterns is increasingly difficult at the molecular size. In order to tackle this challenge, the "bottomup" approach uses the spontaneous self-assembly of small molecules by monitoring interactions at the molecular level in order to elaborate the material like a puzzle 65, 66]. Compared with topdown methods, such techniques represent the advantage of large chemical diversity as well as highly parallel synthesis [67]. An aqueous media made easier reorganization and reorientation of molecules through electrostatic interactions that leads to formation of self-assembled nanostructures called
polyelectrolyte complexes (PECs). Spontaneous assembly is widely spread in nature and a clear example is the condensation of DNA in eukaryotes cells and in certain viruses in presence of different small molecules or ions.

Despite better understanding of basic underlying mechanism, prediction and or/interpretation of various polyelectrolyte complexation leading to self-assembly are still unclear and problematic because of the different interactions and conditions of preparation that govern polyelectrolyte complex formation. However, the precise understanding of ordering at the nanoscale level is a prerequisite to the design of new materials with desired properties. The goal of this chapter is to present the polyelectrolyte systems for which characteristics and self-assembly process would be studied subsequently through numerical simulations.

The resulted aggregates can be either in thermodynamic equilibrium or in a metastable state 440. We will focus in this work on two systems for which interesting experimental results for prospective applications in various domains have been obtained.

- A first polyelectrolyte system involves double-strand DNA molecules negatively charged and positively charged gold nanoparticles (AuNPs). More precisely, the nanoparticles have a typical diameter comparable to that of the DNA ( $\sim 2 \mathrm{~nm}$ ) and are positively charged because of the functionalized ligands at the gold core surface. The self-assembly process of DNA and AuNPs yields to the stabilization of complexes made of a single DNA chain decorated by AuNPs, or complexes constituted by several DNA molecules and AuNPs [7] [68, 69].
- The second polyelectrolyte system is a solution of water-processable conducting polymers of Poly-3,4-ethylenedioxythiophene:polystyrenesulfonate (PEDOT:PSS) where PEDOT is positively charged and PSS negatively charged. It has been proven experimentally that PEDOT:PSS morphology can be controled by addition of ionic liquids, which are molten salts at room temperature [II].


### 2.1 Project 1: Polyelectrolyte complexation between DNA and nanoparticles

### 2.1.1 Fundamental aspects of DNA compaction

DNA compaction is a phase transition undergone by a DNA molecule from an elongated conformation to a very compact form. DNA compaction is ubiquitous in nature because it is required to package DNA into tiny space in nuclei of cells or in virus capsids. Also, in vitro experiments have been performed to understand factors that influence DNA compaction. It is a crucial step in order to use negatively charged DNA as a scaffold to further control assembly with various positively charged objects.

Remark: The compaction of a long DNA chain induces attraction between DNA base pairs which is locally similar to attraction of DNA base pairs between different DNA molecules in case of self-assembly.

### 2.1.1.1 The coil-globule transition

DNA is a negatively charged polyelectrolyte that adopts an elongated coil conformation in solution because of the strong electrostatic repulsion between the phosphate groups. Upon addition of compaction agent, a long DNA molecule (e.g. significantly longer than the persistence length of DNA of $l_{p}=50 \mathrm{~nm}$ ) undergoes a phase transition that results in its compaction 70, 71]. In vitro experiments performed in the group of Yoshikawa highlighted the different compaction pathway that can undergone a single DNA molecule [72, 73].

Three modes of compaction (figure 2.1) are usually encountered for DNA to change from an elongated state to a compact state and are summarized in the review of Estévez-Torres and Baigl [74.

- The first mode is an all-or-none compaction process where there is no intermediate steps: there is coexistence between elongated DNA and compacted DNA. This process is observed by addition of small multivalent counterions or acting on solution properties. For instance, a solution with a poor solvent such as ethanol that interacts unfavorably with DNA base pairs or addition of neutral polymers can favor DNA compaction [72, 73].


Figure 2.1 - Presentation of the three different routes for DNA compaction. Reprinted from ref. 744 (Soft Matter, 2011, 7(15), 6746-6756, Figure 1, Copyright 2011 with permission from the Royal Society of Chemistry).

- The second mode of compaction is a progressive transition from elongated coil to compacted state. This compaction happens when several consecutive DNA base pairs are attracted and form local complexation with positively charged compaction agents extending over more than 10 base pairs. The second compaction mode has been proven in presence of poly-L-lysine of different lengths [75].
- The last mode of compaction is an adsorption followed by wrapping of DNA around objects. We already presented this mode of compaction in section 1.1.2.3 in case of DNA wrapping around histones to form chromosome.


### 2.1.1.2 Compaction agents

Compaction agents are molecules that favor DNA compaction by inducing attractive interactions between the DNA base pairs or minimizing interaction of the DNA base pairs with the solvent. There exists various compaction agents for which effects on DNA compaction has been investigated in in vitro experiments.

- Small multivalent counterions with a valency $\mathrm{Z} \geq 3$ are known to induce DNA compaction. These can be natural polyamines like spermidine [76] $(\mathrm{q}=+3|\mathrm{e}|$ at $\mathrm{pH}=7)$ or spermine [77] $(\mathrm{q}=+4|\mathrm{e}|$ at $\mathrm{pH}=7)$ and inorganic cations like $\mathrm{Co}\left(\mathrm{NH}_{3}\right)_{6}^{3+}$ which are the
mostly used counterions. It has been also reported that trivalent metallic cations such as $\mathrm{Al}^{3+}, \mathrm{Ga}^{3+}$ [78], $\mathrm{Cr}^{3+}$ [79] or lanthanide ions [80] $\left(\mathrm{La}^{3+}, \mathrm{Eu}^{3+}, \mathrm{Tb}^{3+}\right)$ can induce DNA compaction. The mode of compaction that occurs in presence of such ions is the all-or-none compaction in most cases [74] and multivalent counterions are often in competition with monovalent salt present in solution. It is likely that an excess of counterions is required to compensate the effect of salt and induces DNA compaction and the transition concentration $\rho^{*}$ defined as the total charge of the compaction agent over charge carried by the DNA is greater than one (Figure 2.2) which means that for small Z, a higher number of compaction agent must be present in solution to induce DNA compaction [74].


Figure 2.2 - Scheme that presents the different DNA transition modes (all-or-none or progressive compaction) for the transition concentration $\rho^{*}$ necessary to induce DNA compaction, depending of the valency Z of the compaction agent. Reprinted from ref. [74] (Soft Matter, 2011, 7(15), 6746-6756, Figure 2, Copyright 2011 with permission from the Royal Society of Chemistry).

- Linear polycations are long polycations that carry a charge $Z>10$. Examples of such polycations are protamines [81] (compaction agent in sperm cell) or cationic polypeptides such as polylysine [82]. The compaction of DNA in presence of linear polycations is progressive and achieved at $\rho^{*} \sim 1$ (Figure 2.2 because each polycation can induce locally a DNA collapse [83]. Hence, the compaction of DNA is highly dependent of the valency Z of the compaction agent and for large value of Z the compaction occurs at $\rho^{*} \sim 1$.
- It is possible to compact DNA with highly charged, bulky, tridimensional polycationic
nanostructures such as cationic dendrimers [84, supramolecular assemblies 85] or nanoparticles [86, 87]. The case of compaction of DNA with nanoparticles will be discussed below. The size of the cationic nanostructures as well as the repartition of charge influence the compaction mode of DNA [74].
- Amphiphilic cationic species (surfactants) can also induce DNA compaction. Indeed, cationic surfactants that contain hydrophobic part adsorb on DNA because of electrostatic interactions but tend also to self-assemble in aqueous solution because of hydrophobicity which can result in cooperative effects that promote DNA compaction [74].
- In the previous examples, DNA compaction was performed by using cationic species. Another way to induce compaction consists of using neutral or anionic polymers such as respectively polyethyleneglycol [88] (PEG) or polyaspartate, polyglutamate or anionic polypeptides [89]. A large amount of polymers in solution would exert an osmotic pressure that results in DNA compaction [71], generally in an all-or-none mode for a single DNA molecule [74].


### 2.1.1.3 Condensation of cationic agents on DNA

We previously presented the different compaction agents that in most cases (we do not consider here neutral or anionic polymers) interact electrostatically with the DNA negative phosphate groups. In order that DNA compaction happens, it is required that a significant fraction of DNA charges to be neutralized by the compaction agent so that base pair - base pair interaction happens. It has been proven theoretically that DNA compaction occurs when the fraction of neutralized phosphates is $r \sim 0.89$ by modifying the Manning-Oosawa theory [77, 90]. Indeed, competition between two types of counterions of different valencies to adsorb on DNA is taken into account in the modified Manning-Oosawa theory and the fraction of neutralized phosphate groups $r$ is constant with $\mathrm{Na}^{+}$or $\mathrm{Mg}^{2+}$ as the lower valent cation and spermidine ${ }^{3+}$ or spermine ${ }^{4+}$ as the higher valent cation. Notice that the charge neutralization $r \sim 0.89$ has been verified experimentally by gel electrophoresis measurements of condensation of cations on DNA [91]. Hence, it is possible to apply the simple Manning-Oosawa theory to estimate the fraction of neutralized phosphates by counterions based on their valency Z. However, we remark that the spatial extension of the compaction agents is not taken into account so that the Manning-Oosawa theory would mostly apply to the case of small multivalent counterions [74].

We recall from section 1.2 .3 .3 that the fraction of condensed charge was defined as $\beta=\frac{1}{|Z| \xi}$ where $\xi=\frac{l_{B}}{b}$ was the Manning parameter. The fraction of neutralized DNA phospates base pair is defined as:

$$
\begin{equation*}
r=1-\beta=1-\frac{b}{|Z| l_{B}} \tag{2.1}
\end{equation*}
$$

Given that the value of $l_{B} \sim 7 \AA$ in pure water at $293 K$, the fraction of neutralized phosphate groups is $r=0.76,0.88,0.92,0.94$ respectively for counterions of valency $\mathrm{Z}=1,2,3$ and 4 . The Manning-Oosawa theory thus predicts that condensation happens if $\mathrm{Z} \geq 3$ and confirms that despite huge simplifications, the model explains well the counterion condensation effect on the DNA molecule.

### 2.1.1.4 Mechanism of DNA compaction

As soon as DNA is neutralized by cationic agents, different short range interactions play important roles in order to compact DNA. We distinguish two kind of short range effects that participate in DNA compaction. First, there are correlations between compacting agents adsorbed on DNA. Then, the spatial extension of the compacting agent may result in ion bridging between DNA phosphate groups.

## Correlations of cationic species on DNA

It has been admitted since the pioneering work of Kirkwood and Shumaker [92] that correlations between cationic species adsorbed on DNA can lead to base pair - base pair attraction. The Coulomb repulsion between condensed cationic species on DNA results in an alternation of positive and negative charges at the DNA surface [71]. Consequently, the attraction between like-charge surface induce short range attraction force [93, 94] as the complementary patterns adjust perfectly (Figure 2.3).

The correlation attraction is not predicted by the standard Poisson-Boltzmann theory and various approaches aim to predict existence of attractive interactions between like-charged objects such as integral equation theories 95, modified Poisson-Boltzmann theory 96 or density functional theory 97 .


Figure 2.3 - A) Correlations between ligands adsorbed on DNA induce short range attraction between two likely charged chains. B) The helical nature of DNA is taken into account explicitly but the principle is the same as in A). Reprinted from ref. [71] (Progress in biophysics and molecular biology, 2011, 105(3), 208-222, Figure 2, Copyright 2011 with permission from Elsevier).

## Compacting agents bridging DNA strands

The Manning-Oosawa theory is valid for point charge ions but most of the compaction agents are spatially extended. In particular, it has been proven that divalent rod-like counterions with two individual point-charges separated by a fixed distance can induce DNA compaction [98, 99].


Figure 2.4 - Bridging of divalent positive rod-like counterions to negatively charged surface that can be DNA surface. The configuration of counterions is either parallel or perpendicular to the strand, the latter case inducing the bridging effect. Reprinted from ref. 71] (Progress in biophysics and molecular biology, 2011, 105(3), 208-222, Figure 3, Copyright 2011 with permission from Elsevier).

In presence of parallel DNA molecules, small rodlike particle adopt a perpendicular configuration that favors base pair - base pair interaction (Figure 2.4 and thus DNA compaction. The bridging mechanism is relevant when the compacting agents are spatially extended and has been demonstrated not only for divalent ion but also for ions of higher valency such as polyamines [100].

### 2.1.1.5 DNA overcharging effect

It has been predicted theoretically that DNA charge can be reversed by counterion condensation [101] and experiments showed that polyamines may induce DNA charge reversal by measure of the mobility $(\mu)$ of DNA molecule in presence of various concentration of compacting agent [102, 103]. The change of the sign of $(\mu)$ indicates a change of sign of the DNA charge (Figure 2.5).


Figure 2.5 - Mobility of the compacted DNA ( $8 \mathrm{kbp}, 50 \mathrm{ng} / \mu \mathrm{l}$ ) as function of spermine concentration in buffer containing 1 mMol TRIS (red circles); 10 mMol TRIS (black sqaures) and 10 mMol TRIS and 50 mM KCl (blue triangles). Reprinted from ref. 102 (Nature Physics, 2007, 3(9), 641-644, Figure 1, Copyright 2007 with permission from Nature Publishing Group).

### 2.1.1.6 Structures of compacted DNA : shape and stability

Early TEM studies revealed various shapes of DNA compaction [104, 105] such as spherical globules, bundles, rods and toroids which is the most common shape observed (Figure 2.6).

The first in vitro observation of a DNA compacted into a toroid was reported in 1976 in the work of Gosule and Schellman using spermidine as compacting agent [76] and confirmed in detail decades later in the work of Hud and coworkers [106]. It has been reported that the toroids has a diameter about $\sim 100 \mathrm{~nm}$ with a hexagonal packing with an inter-chain distance of 2.6 nm .

From a physical approach, the compaction of DNA into well-ordered structures is not intuitive and results from the contribution of various factors that have been summarized by Blommfield's review [107]. On a first hand, there are unfavorable physical interactions that contribute to the free energy of DNA compaction: 1) Bending the DNA represents $+1 / 300 k_{B} T$ per base pair due to its intrinsic rigidity; 2) The demixing of DNA with solvent accounts for $+1 / 150 k_{B} T$ per base pair


Figure 2.6 - Example of shapes that could be adopted after DNA compaction (TES studies) 1) Toroid formed by DNA of T7 bacteriophage virus in presence of spermidine. Reprinted from ref. [76] (Nature, 1976, 259(5541), 333-335, Figure 3, Copyright 1976 with permission from Nature Publishing Group). 2) Toroid and spheroid of P4 DNA in presence of spermidine. 3) Rods and toroids of P4 DNA in presence of spermidine. Pictures 2) and 3) reprinted from ref. 105 (Journal of molecular biology, 1978, 121(3), 327-337, Figure 2-3, Copyright 1978 with permission from Elsevier).
[108; 3) the electrostatic repulsion between DNA phosphates using the Manning-Oosawa theory is about $+0.24 k_{B} T$ per base pair. On the other hand, the attractive correlations that induced DNA compaction is derived from modified Poisson-Boltzmann theory and is found to be $-0.3 k_{B} T$ per base pair [109]. These different repulsive and attractive contributions result in the negative free energy of $\sim-0.05 k_{B} T$ per base pair, which is compatible with a stable compacted state.

The DNA compacted structures have a limited size. For instance, the typical diameter of toroids was previously mentioned to be $\sim 100 \mathrm{~nm}$ and its limited size is explained by two contributions [110] which are summarized in the review of Estévez-Torres and Baigl [74]. The first reason is due to the winding of the DNA molecule into toroid that induces topological defects contributing to repulsion between DNA monomers. The second contribution comes from the energy barrier that needs to be overcome in order to bring two rod-like polymers in a parallel orientation.

### 2.1.1.7 Factors that modified DNA compaction/decompaction

We previously presented the compaction of DNA by various compaction agents as well as the compaction mechanism. We review some physico-chemical parameters that influence DNA compaction or decompaction.

## High dielectric solvent $\epsilon_{s}$ promote DNA decompaction

We introduced in section 1.2 .1 .2 the dielectric constant associated to a solvent $\epsilon_{s}$. Instead of describing exactly a solvent with molecular details, the effect of the solvent on electrostatic
interactions in solution are introduced through a factor $\epsilon_{s}$ which is the solvent dielectric constant. It is thus likely that the electrostatic interaction that contributes to DNA compaction is influenced by $\epsilon_{s}$ [11]. For instance, DNA compaction is favored when $\epsilon_{s}$ decreses using water-alcohol mixtures [77) 112].

## Effect of ionic strength on compaction/decompaction

DNA in presence of multivalent cations like polyamines can be decompacted by increasing the amount of monovalent or divalent cation [77]. In that case, the ions of lower valency replace polyamines adsorbed on DNA and from the Manning-Oosawa theory, it is predicted that compaction do not happen with monovalent and divalent ions. On the other hand, in presence of excess of neutral polymers such as PEG, the insertion of monovalent or divalent cations ( $\mathrm{Na}^{+}, \mathrm{Mg}^{2+}$ ) reduce electrostatic repulsion among DNA base pairs and DNA compaction is favored [88, 113].

### 2.1.2 DNA compaction with functionalized gold nanoparticles

We presented above compaction of DNA with various compacting agents. In this section, we focuse on the compaction of DNA with functionalized gold nanoparticles (AuNPs). First, we will present AuNP synthesis and their applications as building block on DNA scaffolds resulting in structured DNA-AuNP complexes.

### 2.1.2.1 Synthesis of functionalized gold nanoparticles

Functionalized gold nanoparticles are of high interest in the field of nanotechnology because of their potential applications in catalysis, biology, optics, nanoelectronics or medecine [114, (8). AuNPs can be functionalized with many agents such as polymers, surfactants, dendrimers or drugs which represents as many possible routes towards new applications. Many protocols have been established for the preparation of AuNPs with various sizes, shapes or ligand shell compositions. Because of the various control parameters that influence AuNP synthesis, the preparation of distinct types of gold nanoparticles remains challenging and a huge effort of research is dedicated to this topic [115, 116, 117, 118]. Unfortunately, the procedure yielding ligand-stabilized AuNPs always results in some dispersity of their size. We review some common techniques to synthesize ligandfunctionalized AuNPs. The principle of AuNP synthesis is based on the reduction of metal salts
through a reducing agent in presence of ligand molecules in order to self-assemble layers of ligands on the gold core surface to stabilize the nanoparticle [8]. The ligands are generally thiol chains with a terminal group such as amines, phosphines or thiolates [8]. The most famous synthesis protocol for functionalizing AuNPs has been proposed in 1951 by Turkevich [119] and is presented in Figure 2.7. In this protocol, sodium citrate is used both as stabilizer and reducing agent.


Figure 2.7 - The Turkevich protocol. Reprinted from ref. 120 (Comprehensive Analytical Chemistry, 2014, 66, 37-79, Figure 1, Copyright 2014 with permission from Elsevier).

More specifically, a solution of chloroauric acid is boiled and trisodium citrate dihydrate is added to the solution under vigorous stirring during few minutes. The resulted ligand-stabilized nanoparticles have a size of $\sim 20 \mathrm{~nm}$ [119]. Few decades later, Frens [121] proposed an improvement of the Turkevich method to synthesize AuNPs with broader size distribution (from 15 to 150 nm ) by tuning the ratio of trisodium citrate to chloroauric acid.

In 1994, Brust and co-workers [122] proposed another synthesis protocol for the elaboration of thiol-protected AuNPs (Figure 2.8. The method consists of transferring $\mathrm{AuCl}_{4}^{-}$anions from the aqueous solution to a toluene solution using tetraoctylammonium bromide as phase transfer agent. Then, $A u C l_{4}^{-}$is reduced with aqueous sodium borohydride in presence of alkane thiol. The resulting gold nanoparticles have a small size distribution ranging from 1 to 3 nm . The control of the particle size is done by varying the ratio of thiol ligand over $A u C l_{4}^{-}$anions or varying the amount of sodium borohydride [8].

The advantages of this protocol over the one proposed by Turkevish is the facile synthesis at ambient temperature, a relative high thermal and air stability of the resulted AuNPs, a better control of the AuNP size with a narrower dispersity and finally, a relatively easy functionalization and possible further ligand substitution depending of the desired use of the AuNPs [114].

Functionlized gold nanoparticles open routes to various possible applications which are discussed in the following section.


Figure 2.8 - The protocol proposed by Brust and co-workers. Reprinted from ref. [120] (Comprehensive Analytical Chemistry, 2014, 66, 37-79, Figure 1, Copyright 2014 with permission from Elsevier).

### 2.1.2.2 Applications of ligand-stabilized gold nanoparticles

Functionalized gold nanoparticles can be used for many applications due to their physical properties and their biocompatibility. We review some applications in the field of sensing, therapeutics and electronics [123].

## Gold nanoparticles as sensors

An important application of functionalized gold nanoparticles is their use as sensors to detect chemical or biological molecules. The gold nanoparticles must satisfy two criteria to be used as sensor. First, the ligand should selectively attach to the species of interest and it should reveal some change in physical or chemical properties to be detected [123]. For instance, gold nanoparticles can be used as a colorimetric sensor because of the absorption of AuNPs in the visible region. The AuNPs undergo a surface plasmon resonance (Figure 2.9). When they aggregates, interparticle surface plasmon coupling induces a shift from blue to red absorbed visible light [124]. This method allows to detect the presence of various ions in solution such as alkali or alkaline earth metal ions 125 or heavy metal ions such as $\mathrm{Pb}^{2+}, \mathrm{Cd}^{2+}$ or $\mathrm{Hg}^{2+}$. The principle has been extended to detect anions and small organic molecules and proteins 123 .

## Therapeutics applications

Functionalized gold nanoparticles can be used for a wide range of biomedical applications. Their strong resonant absorption as well as their scattering properties render AuNPs suitable for diagnostic techniques and potential applications in targeted therapeutics [128]. Upon laser illumination, excitation of AuNPs results in a local photothermal heating that could be exploited to induce cancer cell death. On the other hand, because AuNPs can absorb or scatter near-infrared


Figure $2.9-1$ ) Electromagnetic field induces surface plasmon coupling which is defined as a collective oscillation of the free conduction electrons of the AuNPs. Reprinted from ref. [126] (Environmental Chemistry Letters, 2020, 1-14, Figure 2, Copyright 2020 with permission from Springer). 2) When nanoparticles attach to the molecules to be detected (in this scheme metallic ions), surface plasmon coupling induces red shift absorption of light so that aggregated nanoparticles appear to be red. Reprinted from ref. [127] (Chemical reviews, 2012, 112, 2739-2779, Figure 4, Copyright 2012 with permission from ACS).
light (region of the spectrum ranging from $700-1100 \mathrm{~nm}$ ), they can be used as contrast agents in the diagnosis imaging of tumors [129]. Nanoparticles-based therapeutics and devices rely on their accumulation in the tumor that can be induced by modifying gold nanoparticles ligands with suitable compounds like PEG or conjugating ligands with antibodies or markers expressed in higher quantity in the tumor [123, 130].

## AuNPs as building blocks in nanoelectronics

Ligand-stabilized gold nanoparticles can be integrated in electronic devices such as singleelectron devices. In a macroscopic metallic conductor, the current is due to the motion of a high number of electrons. In an isolated piece of metal like nanoparticles, the number of electrons becomes countable and one has to take account of quantum physical effects. The simplest device consists of one or several ligand-stabilized gold nanoparticles placed between two electrodes with a current that can appear by tunneling effect [8]. Scanning tunneling microscope (STM) is based on this principle (Figure 2.10) and provides determination of structural and electronic characteristics of a sample.

If the gold nanoparticles are comprised between two electrodes and an additional gate electrode is introduced to externally control the current flow, the resulted system describes a single electron transistor [131].

However, the fabrication of nanoelectronic devices using nanoparticles is challenging and a suitable method to build them is based on the bottom-up approach. Indeed, in order to produce

2)


Figure $2.10-1$ ) Electronic device made of a scanning tunnelling miscroscope (STM) to investigate ligand-stabilized gold nanoparticles. 2) Single electron transistor (SET) with several assembled ligand-stabilized AuNPs. Pictures adapted from [8] (Philosophical Transactions of the Royal Society A, 2010, 368, 1405-1453, Figure 7 and Figure 15, Copyright 2010 with permission from The Royal Society publishing).
reliable and reproductible devices, it is a prerequisite to control the formation of such an assembly process in order to form one, two and three dimensional organized assembly of nanoparticles [ $\mathbb{\theta}$.


Figure $2.11-1$ ) AFM images of a chain made of positive packed ligand-stabilized AuNPs between two gold electrodes on ammonium persulfate (APS) coated Si surface. 2) I-V curve of the resulting chain. Reprinted from ref. [132] (Journal of Applied Physics, 2009, 105, 074302, Figure 3, Copyright 2009 with permission from AIP).

A proper way to achieve arrays of well-organized AuNPs at the nanometer scale consists of using a DNA molecule as a scaffold to build nanowires that display ohmic behavior at room temperature as shown in Figure 2.11 The control of electrostatic interactions between AuNPs and DNA enables to monitor the formation of AuNP-DNA assemblies and we discuss formation of such assemblies in the following section.

### 2.1.2.3 Self-assembly of ligand-stabilized gold nanoparticles on DNA templates

DNA molecule is the molecule that stores and transmits genetic information in biological systems. The field of nanotechnology uses this molecule out of its biological context as a building block to assemble various structures [6]. More specifically, the assembly of ligand-stabilized gold nanoparticles with DNA is a promising path in the spirit of the "bottom-up" approach for the design of new materials of well-controlled size and shape. Indeed, DNA molecule (or sometimes DNA superstructures like DNA origami [6, 133]) is used as a scaffold on which is assembled gold nanoparticles with positive ligands through electrostatic interactions.

In a general way, the compaction of DNA has been studied in detail by Zinchenko and coworkers [87] where the different modes of interaction between DNA and cationic nanoparticles are described depending of the nanoparticle size: 1) the DNA adsorb on nanoparticles larger than 40 nm; 2) the DNA wraps around nanoparticles of size $15 \mathrm{~nm} ; 3)$ smaller nanoparticles of size 10 nm adsorb on the DNA molecule [74] and we are mainly interested in the last situation since DNA is aimed to be used as a scaffold to assemble nanoparticles. The goal of this section is not to provide an exhaustive review of experiments, but only to mention key experiments. The review of Kumar and co-workers [134 as well as those of Julin and co-workers [135] present a wide range of possible structures that can be formed with DNA and metallic nanoparticles.

## Self-assembly of AuNPs on a single DNA template

Kim and co-workers fabricated linear arrays of electrostatically assembled positive gold nanoparticle on a stretched DNA bound to a ammonium persulfate (APS) coated Si surface [136, 132]. They show that the AuNP treatment time on DNA, diameter of nanoparticles or DNA concentration modified the spacing of aligned gold nanoparticles adsorbed on the DNA. The treatment time and DNA concentration can be tuned in order to have a close-packed assembly of nanoparticles adsorbed on the stretched DNA (Figure 2.12).

Similar studies have been performed previously by Woehrle, Warner and Hutchison 69] where the nano-assembly of DNA-gold nanoparticle was formed in ultrapure water during 5 minutes before deposition onto silicon-monoxide coated grids. The thickness of the positive ligand shell terminated by a positive quaternary ammonium group has a length of 0.7 nm (TMAT ligand), 1.0 nm (MEMA ligand) and 1.4 nm (PEGNME ligand). The TEM images of stretched DNA


Figure $2.12-1)$ AFM images of stretched DNA chains on which are adsorbed cationic gold nanoparticles. For a), b) and c), the DNA concentration is fixed to $3 \mathrm{ng} / \mu \mathrm{L}$ and only the treatment time is modified respectively from 10, 20 and 30 minutes. For d), the DNA concentration is $0.03 \mathrm{ng} / \mu \mathrm{L}$ and treatment time is 20 minutes. 2) Distance between gold nanoparticles as a function of a) the treatment time, b) the DNA concentration. Reprinted from ref. [132] (Journal of Applied Physics, 2009, 105, 074302, Figures 1-2, Copyright 2009 with permission from AIP).
with assembled nanoparticles of different ligand shell thicknesses is presented in Figure 2.13. The histograms present measured interparticle spacing distance gathered over hundreds of samples.

The calculated interparticle spacing is $D=2 L$ where L is the thickness of the ligand shell which reveals that a close-packed assembly of nanoparticles can be formed on a stretched DNA through a bottom-top approach.

Gold nanoparticles can be also attached to DNA structures such as DNA origami through hybridization [137, 138, 139]. The DNA molecule can be shaped into various objects (like a paper origami [140]) and the resulted structures, i.e. the DNA origami, can be functionalized with gold nanoparticles. The general procedure to assemble the gold nanoparticles on the DNA origami is described in Figure 2.14.

The key idea is to use complementarity of DNA base pair: the functionalized gold nanoparticles with single strand DNA are hybridized with complementary single strand DNA attached on the DNA origami. Given that it is possible to choose the position of single strand oligonucleotides


Figure 2.13 - Transmission electron microscopy (TEM) images of close-packed assembly of gold nanoparticles on DNA. The thickness of the ligand shell at the gold nanoparticle surface is $0.7,1.0$, 1.4 nm from right to left. The corresponding interparticle spacing distance histogram is $1.5 \pm 0.3 \mathrm{~nm}$ ( $\mathrm{N}=630$ samples ), $2.1 \pm 0.4 \mathrm{~nm}(\mathrm{~N}=549$ samples) and $2.8 \pm 0.4 \mathrm{~nm}(\mathrm{~N}=473$ samples). Pictures taken from ref. 69] (Langmuir, 2004, 20, 5982-5988, Figures 1-2, Copyright 2009 with permission from ACS).


Figure 2.14 - Principle of DNA attachment process on a DNA origami by hybridization. A) DNA origami template is assembled and single strand DNA oligonucleotides (in red) are attached at its surface. B) Gold nanoparticles are functionalized with thiolade oligonucleotides (which are also single strand DNA). C) The DNA origami template is deposed on a silicon oxide surface. D) Solution of single strand DNA functionalized gold nanoparticles is deposed on the DNA origami template and hybridization of complementary single strand DNA happens, resulting in attachment of nanoparticles on the DNA origami template. Most of the time, the hybridization is performed in presence of monovalent or divalent salt in order to screen electrostatic repulsion between single strand oligonucleotide to favor hybridization [138]. Pictures taken from ref. [139] (RCS Advances, 2014, 5, 8134-8141, Figures 2, Copyright 2014 with permission from RCS).
attached on the DNA origami, it enables control of AuNP alignement and spacing on the DNA origami.

## Self-assembly of AuNPs with multiple DNA templates: AuNP-DNA superstructures

Long double strand DNA molecules can be used as templates to assemble metal nanoparticles that results in AuNP-DNA superstructures. Such assemblies can be formed either by electrostatic interactions [141, 68, 142, 143] or by complementary binding [144, 145].

Warner and Hutchison used cationic-ligand gold nanoparticles of small diameter ( $\mathrm{d}<2 \mathrm{~nm}$ ) to be assembled with DNA molecules of length ranging from 42 nm ( $\sim 152$ base pairs) to $8 \mu \mathrm{~m}$ ( $\sim 23,130$ base pairs) in ultrapure water during an incubation time ranging from 5 minutes to 3 hours. The assemblies are formed in excess of AuNP over DNA (respectively $0.35 \mu \mathrm{~g} / \mu \mathrm{l}$ vs 0.05 $\mu \mathrm{g} / \mu \mathrm{l})$. Then, the solution is deposed on a silicon-monoxide-coated TEM grid surface and excess of water and AuNP were removed with filter paper before drying under ambient temperature. The structures are either linear AuNPs/DNA assemblies or 2D/3D structures such as ribbon and branched AuNP/DNA structures (Figure 2.15). A close-packed arrangement of AuNPs along DNA is found and structures have a length of $\sim 1 \mu \mathrm{~m}$, which is surprising because of the high charge carried by the nanoparticles ( $\sim 100$ ligands $=100$ positives charges) that would promote DNA bending and partial coverage of DNA. It is possible that the high degree of packing is induced by migration of nanoparticles along the DNA molecule, allowing them to consolidate into closely spaced assemblies on the DNA. On the other hand, it could be possible that the nanoparticles closespacing arises from a nucleation and growth mechanism similar to the assembly of poly-l-lysine on DNA [142.

In order to obtain structures with higher degree of organization, DNA origami can also be used to assemble nanoparticles into superlattice through electrostatic interactions. Because of the higher stiffness of DNA origamis compared to simple DNA chains, the resulted assemblies can adopt a crystalline structure. Julin and co-worker used helix bundle of DNA origami to construct tetragonal supperlattice in presence of cationic stabilized-ligand gold nanoparticles [146]. The DNA origami are constituted of 6 double helix DNA connected to each other (Figure 2.16 picture 1) along their long axis to form a hexagonal bundle. Positive gold nanoparticles were used with ligands


Figure 2.15 - Transmission electron microscopy images of different assemblies of AuNP/DNA through electrostatic interaction. Left) Linear assembly made up of a DNA with nanoparticles of diameter of $\mathrm{Y}=1.9 \pm 0.8 \mathrm{~nm}(\mathrm{~N}=790)$ with an inter-particle spacing $\mathrm{X}=1.4 \pm 0.5 \mathrm{~nm}(\mathrm{~N}=$ 130). Middle) Ribbon assembly. Right) Branched assembly. Pictures taken from ref. [142] (Nature Materials, 2003, 2, 272-277, Figures 1-2, Copyright 2003 with permission from Nature Publishing Group).


Figure $2.16-1)$ DNA origami used as self-assembly scaffold: 6-helix bundle (6HB). 2) Ligandstabilized gold nanoparticles. 3) Assemblies are formed upon decrease in ionic strength. 4) TEM picture of the assembly and schematic of the tetragonal structure determined by small angle X-ray scattering (SAXS). Pictures taken from ref. [146] (Nanoscale, 2019, 11, 4546-4551, Figures 1-4, Copyright 2019 with permission from RSC).
terminated by a quaternary ammonium group so that the nanoparticles are positively charged for a wide range of pH values (Figure 2.16 picture 2). Given that DNA and nanoparticles are highly charged, it is required to control the electrostatic interaction to avoid kinetically trapped structure (Figure 2.16 picture 3). At initial stage, components are mixed in $500-750 \mathrm{mMol} / \mathrm{l}$ of NaCl to screen electrostatic interaction and concentration of salt is progressively reduced by $50 \mathrm{mMol} / \mathrm{l}$ every 30 minutes until $0 \mathrm{mMol} / \mathrm{l}$. The assembly adopts a well-ordered tetragonal structure (Figure 2.16 picture 4).

We provided some examples of PECs structures than can be formed mostly with DNA and stabilized-ligand cationic gold nanoparticles. It is possible to control DNA condensation in presence of cationic AuNPs which play the role of compacting agents.

### 2.2 Project 2: Polyelectrolyte complexation between PEDOT:PSS and ionic liquids

### 2.2.1 Review about conducting polymers

### 2.2.1.1 Conjugation and $\pi$-bond

It is necessary to remind the conjugation of the carbon atom given that we will deal with organic polymers in the coming section.

The electronic ground state of the carbon atom is $1 s^{2} 2 s^{2} 2 p^{2}$ where the valence electrons are those localized in the outer atomic orbitals $2 \mathrm{~s}^{2}$ and $2 \mathrm{p}^{2}$. However, the configuration is predicted to be more stable either if all orbitals are half filled or completely filled. Consequently, the electronic structure writes $1 \mathrm{~s}^{2} 2 \mathrm{~s}^{1} 2 \mathrm{p}^{3}$ where each atomic orbital has one electron. Depending of the surrounding atoms that can create covalent bond with carbon, the orbitals 2 s and 2 p can combine to evolve into hybridized orbitals. The carbon atom can be either $\mathrm{sp}^{3}, \mathrm{sp}^{2}$ or sp hybridized.

- $\mathbf{s p}^{3}$ hybridization (Figure 2.17.1) happens when the carbon atom is surrounded by four atoms. The orbital 2 s and the three orbitals 2 p hybridize into 4 orbitals $\mathrm{sp}^{3}$ that can make $\sigma$ bond with other atoms. The carbon atom geometry is tetrahedral and the structure is saturated.
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Figure 2.17 - Presentation of the carbon possible hybridization. 1) $\mathrm{sp}^{3}$ hybridization. 2) $\mathrm{sp}^{2}$ hybridization. 3) sp hybridization. Picture taken from ref. [147] (Phd Thesis, 2017, 11, Figure I-1, Copyright 2017 with permission from University of Grenoble).

- $\mathbf{s p}^{2}$ hybridization (Figure 2.17-2) happens when the carbon atom is surrounded by three atoms. The orbital 2 s and two orbitals 2 p hybridize into 3 orbitals $\mathrm{sp}^{2}$ while the remaining 2 p orbital is perpendicular ( $2 \mathrm{p}_{z}$ orbital). The $\mathrm{sp}^{2}$ orbitals create a $\sigma$ bond but if two $\mathrm{sp}^{2}$ carbon atoms are closed enough, the $2 \mathrm{p}_{z}$ orbital overlap to create a $\pi$ bond. Hence, a conjugated bond is create by the $\sigma$ and the $\pi$ bond between the $\mathrm{sp}^{2}$ hybridized carbon atoms. The structure is planar and is qualified as unsaturated.
- sp hybridization (Figure 2.17-2) happens when the 2 s orbital is combined with a 2 p orbital resulting in two sp hybridized orbitals and 2 p orbitals. If two sp carbon atoms are close to each other, a triple bond appear due to a $\sigma$ bond and two $\pi$ bonds and the structure is linear and unsaturated


### 2.2.1.2 Semi-conducting polymers

It has been established that polymers can conduct electricity since the pioneering work of Weiss' team in 1963 that studied conductivity in polypyrroles [148]. The discovery of semi-conducting
polymers is attributed to Hideki Shirakawa, Alan J. Heeger and Alan G. MacDiarmid with the partial redox doping of a polyacetylene thin film that induces an increase of conductivity of several order of magnitude (up to $10^{5} \mathrm{~S} / \mathrm{cm}$ ) [149, 150, 15] and they have been awarded by a Nobel prize in 2000.
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Figure 2.18 - Example of some of the most used semi-conducting polymers.

Semi-conducting polymers are based on an alternation of single and double chemical bonds so that $\mathrm{p}_{z}$ carbon orbitals result in a $\pi$-conjugated system that induces carbon electrons to be delocalized along the polymer backbone. The advantages of semi-conducting polymers are their low price and flexibility as well as their intrinsic conducting properties that can be exploited for many applications [152].

We present some of the most common semi-conducting polymers in Figure 2.18 Polyacetylene is one of the first synthesized conducting polymers and is studied in non-linear physics because propagation of charge can be described by soliton theory [153]. Polypyrrole is a water soluble and bio-compatible polymer with prospective applications for drug delivery or for artificial muscle component [154]. Polyaniline is a polymer which is simple to synthesize and can be used in circuit board manufacturing [155] and precursor for N-doped carbon materials [156]. Polythiophenes are easy to synthesize and have promising applications when added with substitutes that modify solubility or conductivity of the resulted thin films [157]. Poly(3,4-ethylendioxythiophene) also denoted as PEDOT has been synthesized first by Jonas and co-workers in 1988 [152]. Because of its poor water solubility, PEDOT is mixed with the water soluble negative polymer poly(styrenesulfonate)
to form a water soluble polyelectrolyte complex PEDOT:PSS.

### 2.2.1.3 Conduction of semi-conducting polymers

The electrical conductivity $\sigma$ usually expressed in $\mathrm{S} / \mathrm{cm}$ measures the ability of a material to carry an electric current. The electrical conductivity depends on the density of charges in the material $n$ and their mobility $\mu$ through the following relationship:

$$
\begin{equation*}
\sigma=q \times n \times \mu \tag{2.2}
\end{equation*}
$$

Materials are classified according to their conductivity into three categories: insulators, semiconductors and metals (Figure 2.19).


Figure 2.19 - Conductivity scale of various materials. Picture adapted from ref. [158] (Chemical Communications, 2015, 51, 16886-16899, Figure 2, Copyright 2015 with permission from RSC).

The electronic band structure theory explains the different physical behaviors between these three classes of materials. The electronic structure can be described by two types of bands: one type in which electrons can move freely and another type forbidden to electrons. More specifically, the available bands for electrons involve the conduction band $(\mathrm{CB})$ and the valence band $(\mathrm{CB})$. The conduction band corresponds to the band of lowest energy unoccupied by electrons while the valence band is the band of highest energy occupied by electrons. The valence and conduction bands are separated by a band of forbidden energy: the band gap. The conductivity of the material depends on the capacity of the electrons in the valence band to switch to the conduction band (Figure 2.20).

- For a bandgap of energy $E_{g}$ higher than 5 eV , the electrons cannot migrate from the valence band to the conduction band and the material is insulating.
- The material is a semiconductor if the bandgap is comprised between 1 and 5 eV . The electrons leave the valence band and migrate to the conduction band because of the thermal agitation. Hence, the contribution to the conductivity comes from the holes (positrons) in the valence band and the free electrons in the conduction band.
- On the contrary, when the conduction and valence bands are overlapping, electrons move freely from valence to conduction band and the material is a conductor.


Figure 2.20 - Bandgap diagram for insulators, semi-conductors and conductors. Picture adapted from ref. [159] (Phd Thesis, 2014, 12, Figure I-3, Copyright 2014 with permission from University of Franche-Comté).

Untreated semi-conducting polymers displays a low conductivity despite $\pi$-conjugated bonds $\left(\sigma \sim 10^{-15}-10^{-8}[160]\right)$. However, addition of charge carriers in the polymer by a doping redox reaction increases its conductivity by oxidation or reduction of the monomers of the polymer chain.

- In case of a reduction reaction, a type $n$ doping takes place: an excess of negative charge (electrons) occurs so that a supplemental level of energy appears under the conduction band. Hence, the energy associated to the bandgap is lower than for intrinsic semiconductors.
- On the contrary, for a type $p$ doping, conduction is performed through positive charges (holes)
because electron can jump to an energy level just above the valence band, leaving holes in the conduction band.


### 2.2.1.4 Conduction mechanism in semi-conducting polymers

When semi-conducting polymers are doped by introduction of electrons or holes, a local deformation of the conjugated chain happens in order to reduce its overall energy. The conduction mechanism in semi-conducting polymers arises from the coupling between the charge and the deformation. More precisely, the propagation of the charge along the conjugated chain is performed through an alternation of simple and double bonds. One has to distinguish between degenerated and non-degenerated systems (Figure 2.21).


The two solitons remain independent
b. Non-Degenerated system


Figure 2.21 - Charge carriers along backbone of degenerated and non-degenerated systems. Picture taken from ref. [147] (Phd Thesis, 2017, 15, Figure I-5, Copyright 2017 with permission from University of Grenoble).

An example of degenerated system is polyacetylene for which the defect propagates after temporary permutation of bonds along the backbone without altering the energy of the chain.

One the contrary, in a non-degenerated system such as polythiophene, the introduction of a charge induces a local deformation that changes the benzoid structure to quinoid structure associated to a change in energy and the defect is called polaron. If another charge is injected, it preferentially localized near the deformation to avoid an increase of the chain energy. In that case, this defect is called bipolaron. The nature of the defect can be determined through electron paramagnetic resonance spectroscopy (EPR) which detects polaron involving unpaired electrons of spin $1 / 2$ while bipolaron has no spin [11].

### 2.2.2 The PEDOT semi-conducting polymer

PEDOT is one of the most studied semi-conducting polymer with promising applications due to its excellent thermal and air stability, low cost and relatively simple synthesis. Indeed, PEDOT represents a suitable alternative to other conducting polymers that present several drawbacks. For instance, polyacetylene is very air-sensitive and is not suitable for industrial applications. The lack of stability of the conjugated chain in the doped state can be overcome by insertion of electron-donating atoms like nitrogen (N) or sulfur (S). Consequently, scientists focus on conducting polymers such as polyaniline, polypyrrole or polythiophene. Unfortunately, these polymers display several major problems. The aniline which is the precursor of polyaniline is a hazardous compound for health and environment. Polypyrrole displays toxicity and high vapor pressure which impede its industrial use. Polythiophenes are environmental friendly but are insoluble and unstable. Consequently, PEDOT represents a great alternative for relevant industrial applications and a lot of efforts are devoted to study its physical and chemical properties.

### 2.2.2.1 Synthesis of PEDOT:PSS and PEDOT:Tos

The PEDOT synthesis can be done by two types of polymerization reactions which are either an electrochemical or oxidative chemical polymerization of the EDOT-based monomers. PEDOT can be synthesized through oxidation of EDOT in an electrochemical cell that contains a working electrode, a reference electrode and a counter electrode immersed in a solution of EDOT monomers and poly(styrene sulfonate) sodium salt [161]. The EDOT monomers are oxidized at the metal
working electrode to form cations which combine together to make the PEDOT chains. The other route to synthesize PEDOT is through chemical oxidation by iron (III) complexes. The most used complex is $\mathrm{Fe}(\mathrm{Tos})_{3}$ and the synthesis route is described in Figure 2.22 which results in PEDOT:Tos where Tos is the monomer unit of poly(styrene sulfonate) (PSS). The polymerization mechanism is described in three steps:

- The complex $\mathrm{Fe}(\mathrm{Tos})_{3}$ oxidizes EDOT and is reduced to $\mathrm{Fe}(\mathrm{Tos})_{3}^{-}$.
- Two oxidized EDOT units combine to form a dimer that is deprotonated by water.
- The polymer chain is assembled after repetition of the above processes. Finally, the remaining $\mathrm{Fe}^{3+}$ ions doped the PEDOT chain and the Tos ${ }^{-}$ions play the role of counterions.


Figure 2.22 - Synthesis of PEDOT:Tos described by Mueller and co-workers. Picture taken from ref. [162] (Polymer, 2012, 53, 2146-2151, Figure 1, Copyright 2012 with permission from Elsevier).

It is also possible to synthesize PEDOT by oxidation of EDOT units in presence of $\mathrm{Na}_{2} \mathrm{~S}_{2} \mathrm{O}_{8}$ in a solution that contains PSS that stabilized the resulting PEDOT:PSS solution. The corresponding structure is presented in Figure 2.23 PSS plays an important role in the formation of a soluble PEC in water. First, PSS is always in excess and brings negative charges and serves as counterions of the PEDOT chains, stabilizing the PEC. Then, polymerization of EDOT into PEDOT generates positive charge every three or four EDOT units [163] and induces an electrostatic interaction between PEDOT and PSS.
1)
2)
EDOT


PSS

Figure 2.23 - Chemical structure of PEDOT:PSS.

### 2.2.2.2 Structure of PEDOT:PSS/PEDOT:Tos thin films

PEDOT:PSS is a disordered material made of polymers of different lengths, with defects non uniformly distributed along the chains as well as various effective distances separating delocalized electrons on the chains. The synthesis of PEDOT chains from polymerization results in chains composed of 6-18 EDOT units [164]. More precisely, the PEDOT:PSS is constituted of long PSS chains (molar mass $\mathrm{M}_{P S S} \sim 400000 \mathrm{~g} / \mathrm{mol}$ which is equivalent to 2200 styrene sulfonate units) on which are electrostatically bound smaller PEDOT chains (molar mass $\mathrm{M}_{\text {PEDOT }} \sim 1000-2500$ $\mathrm{g} / \mathrm{mol}$, which is indeed equivalent to 6-18 EDOT monomers).




Figure 2.24 - Structure of PEDOT:PSS complex. Picture adapted from ref. [165] (Smart Materials and Structures, 2014, 23, 074010, Figure 1, Copyright 2012 with permission from IOP Publishing).

The structure of thin films of PEDOT:PSS is organized in distinct domains of size ranging from 10-100 nm (Figure 2.24 [166, 165. A domain is presented as PEDOT units encapsulated by a PSS shell which inhibits the formation of large conducting domains resulting in poor transport properties of PEDOT:PSS untreated films [167, 168, 169. It is desired to form more ordered and extended PEDOT structures in order to increase charge mobility and thus transport properties.

Understanding the structure of PEDOT materials is thus a prerequisite for developing strategies to enhance its electrical transport properties.

The first experimental investigation of a structured PEDOT material was performed by Aasmundtveit and co-workers on PEDOT:Tos films 170 obtained by spin-coating. Analysis by grazing incidence wide angle X-ray scattering (GIWAXS) reveals that the structure of PEDOT:Tos was anisotropic with Tos anions forming alternating layers of $\pi$ stacked PEDOT chain (Figure 2.25).


Figure 2.25 - Structure of PEDOT:Tos matrix. Picture adapted from ref. [170] (Synthetic Metals, 1999, 101, 561-564, Figure 4, Copyright 1999 with permission from Elsevier).

The lattice parameters of the orthorombic structure is $a=14.0 \AA, b=6.8 \AA, c=7.8 \AA$. The $\pi$-stacking structure adopted by the PEDOT chains remains the same in synthesized PEDOT films and is not dependent of the counterions [163, 171, 172] but the lattice parameters and degree of crystallinity are highly dependent on the sample or deposition techniques. The morphology of PEDOT is an important asset in the quest for higher conductivity as illustrated by the work of Cho and co-workers where PEDOT single nanocrystals synthesized by vapor-phase polymerization display a conductivity as high as $8000 \mathrm{~S} / \mathrm{cm}$ with a low doping level of $10 \%$.

### 2.2.2.3 Applications of PEDOT:PSS

PEDOT is the most promising semi-conducting polymer in term of industrial applications. Indeed, PEDOT:PSS has been successfully used for energy conversion devices 9 and for biomedical applications [10].

## Applications in energy conversion devices

PEDOT:PSS can be used in organic solar cells (OSCs) to replace transparent electrodes made of indium tin oxide (ITO) that have serious drawbacks such as high temperature process, mechanical brittleness in addition to indium scarcity. These drawbacks prevent large-scale commercialization of flexible, wearable and printable devices. The first attempt to use PEDOT:PSS instead of ITO in organic solar cell has been performed in 2002 by Zhang and co-workers [173] with a power conversion effeciency (PCE) of $\sim 3.0 \%$ lower to the PCE of ITO-based OSCs $(\sim 5.4 \%)$. Moreover, PEDOT:PSS is used also as a hole transport layer in organic solar cells [174]. In addition, PEDOT:PSS has been also used as transparent electrode [175] and hole transport [176] in order to obtain ITO-free perovskite solar cells (PSCs). PEDOT:PSS is expected also to become an important component for the next-generation of stretchable electronics and will be present not only in flexible OSCs but also in organic light emission diodes (OLEDs) and may have also potential biomedical applications as strain sensors or organic thin film transistors (OTFTs) [177].

## Biomedical applications

Strain sensors are composed of a stretchable conductor (like PEDOT:PSS) and an elastomer as underlying substrate. When the stretchable conductors are deformed under external forces, the resistance of the device changes inducing a variation in the voltage of the output electric signal. Strain sensors are thus able to detect deformation of target objects and could be used as electronic skin or health monitor [178] for motion and pulse sensors, body temperature or electrocardiograms (Figure 2.26).

Organic thin film transistors (OFETs) are made of a source and a drain electrode connected with an organic semiconducting layer and a dielectric layer deposited between the semiconductor and the gate electode. If a voltage is applied at the gate, charge carriers are forming conducting channels between source and drain electrodes by accumulating between the semiconductor and the dielectric [177]. The use of PEDOT:PSS as electrode or interconnector results in stretchable OFETs that convert ionic signals into electric signals and can have applications for biomedical chemical sensors of metabolite level or disease biomarkers (Figure 2.26.


Figure 2.26 - Examples of applications of stretchable sensors for health monitoring. Picture adapted from ref. [178] (Journal of Materials Chemistry B, 2018, 28, 8625-8631, Figure 1, Copyright 2018 with permission from RSC).

### 2.2.3 PEDOT:PSS conductivity enhancement by ionic liquids

Because of the potential processibility, conductivity and film forming properties of PEDOT:PSS (and in extend PEDOT:Tos), a huge effort has been performed in the scientific community to find experimental route to the synthesis of high conductive films. In particular, researchers aim to improve electrical conductivity of PEDOT-based materials. Indeed, untreated thin films of PEDOT:PSS exhibit poor electrical transport properties (conductivity $\sigma<10 \mathrm{~S} / \mathrm{cm}$ and mobility $<10^{-3} \mathrm{~cm}^{2} \mathrm{~V}^{-1} \mathrm{~S}^{-1}$ ) [168, 179, 180]. The poor electrical transport properties are attributed to the structure of PEDOT:PSS thin films in which the hydrophilic (but insulating) PSS encapsulate the hydrophobic p-doped PEDOT cores. Conductivity enhancement of PEDOT:PSS has been achieved by pre-treatment that consists of adding chemicals in the PEDOT:PSS solution such as anionic surfactants [181], salts [182], organic solvents such as dimethyl sulfoxide (DMSO) [183], $\mathrm{N}, \mathrm{N}$-dimethylformamide (DMF) [184] or ethylene glycol [180]. Such treatments enhance electrical conductivity of PEDOT:PSS up to $2000 \mathrm{~S} / \mathrm{cm}$. The PEDOT:PSS conductivity enhancement mechanism is still under debate and various hypothesis have been proposed such as phase segregation,
chain conformation or doping. However, the most believed hypothesis is that small ions reduce electrostatic interaction to segregate PEDOT from PSS. Along this line, a significant enhancement (up to $2000 \mathrm{~S} / \mathrm{cm}$ ) of PEDOT:PSS conductivity has been achieved recently by addition of ionic liquids 11.

### 2.2.3.1 Definition and general properties of ionic liquids

Ionic liquids (ILs) are molten salts characterized by a fusion temperature inferior to $100^{\circ} \mathrm{C}$ at atmospheric pressure [185]. ILs are rather old materials that were discovered in the beginning of the $\mathrm{XX}^{t h}$ century with the work of Walden on IL $\left[\mathrm{EtNH}_{3}\right]^{+}\left[\mathrm{NO}_{3}\right]^{-}$that has a fusion temperature of $12^{\circ} \mathrm{C}$ [186]. However, research on ILs really took off in the 1990s and covers nowadays many applications such as electrolytes for batteries [187, 188], drugs in pharmaceutics [189], dispersants [190], gas storage agents [191] and so on.

Most of the time, an IL is constituted of an organic cation and an organic or inorganic anion. Because of the various existing anions and cations, there could be more than $10^{1} 2$ combinations of [cation-anion] [192] resulting for each case in a new IL with its intrinsic properties. In general, IL cations are asymmetrical and the most common cation contains an aromatic ring like the alkylpyrrolidiniums, alkylpyridiniums, imidazoliums and piperidiniums (Figure 2.27). IL anions are generally inorganic atomic anions such as chloride $\mathrm{Cl}^{-}$, iodide $\mathrm{I}^{-}$and bromide $\mathrm{Br}^{-}$or molecular inorganic anions such as tetrafluoroborate $\mathrm{BF}_{4}^{-}$or hexafluorophosphate $\mathrm{PF}_{6}^{-}$(Figure 2.27). However, IL anions can be organic molecules such as $\left(\mathrm{CF}_{3} \mathrm{SO}_{2}\right)_{2} \mathrm{~N}^{-},\left(\mathrm{CF}_{3}\right)_{2}, \mathrm{C}_{2} \mathrm{~N}_{3}{ }^{-}$or $\mathrm{CF}_{3} \mathrm{SO}_{3}^{-}$ (Figure 2.27)

ILs have interesting properties that make them suitable for various applications and we summarized several of them below.

- ILs are generally not flammable excepted those based on nitrates and picrates ions. They are known also to be stable and non volatile.
- They have a fusion temperature that depends on molecular composition and pyridinium as well as imidazolium based IL have a fusion temperature of $80^{\circ} \mathrm{C}$ 193, 194 and are stable up to $300^{\circ} \mathrm{C}$.
- ILs can be used as solvent for organic and inorganic compounds [195.


## IL cations

Imidazolium







| Quaternary phosphonium | Quaternary ammonium |
| :---: | :---: |
| $\mathrm{R}^{4},{ }^{1}$ | $\mathbf{R}^{4}{ }_{\prime \prime}+\mathrm{R}^{1}$ |

## IL anions


Bis(trifluoromethylsulfonyl)amide Bis(trifluoromethyl)amide




Figure 2.27 - Examples of common cations and anions that form ILs

- The length of the alkyl chain plays an important role for the solubility of IL in water or in organic solvent. The ILs can be classified into hydrophobic and hydrophilic ones depending of the type of IL anion [196]. For instance, point-like inorganic anions such as $\mathrm{Cl}^{-}, \mathrm{Br}^{-}$ will be easily solvated in water contrary to hydrophobic charge-dispersed anions such as hexafluorophospate $\mathrm{PF}_{6}^{-}$or tetracyanoborate $\mathrm{B}(\mathrm{CN})_{4}^{-}$.
- ILs display a typical density of $1.0-1.6 \mathrm{gcm}^{-3}$ and have a viscosity $10-100$ times higher than water or organic solvents [197]. The viscosity increases linearly with the length of the alkyl chain for a given anion. The density of ILs depends also of the nature of the anion and decreases with an increase in alkyl chain length 197.
- ILs have a large electrochemical capacity and can have tension of 5-6 V [198] which made them suitable as electrolyte for fuel cells [199].


### 2.2.3.2 Controlling ordering in PEDOT:PSS solution with imidazolium-based ionic liquid for PEDOT:PSS conductivity enhancement

The effect of four imidazolium-based ILs on the morphology and electrical transport properties of PEDOT:PSS has been investigated [11. For each IL, the cation is 1-ethyl-3-methylimidazolium

EMIM $^{+}$because of its low melting point and electrochemical stability while the IL anion $\mathrm{X}^{-}$can be the single atom $\mathrm{Cl}^{-}$, ethylene sulfonate $\mathrm{ES}^{-}$but also anions that contain carbonitrile electronwithdrawing groups which are tricyanomethanide $\mathrm{TCM}^{-}$or tetracyanoborate $\mathrm{TCB}^{-}$. The chemical structures of ILs are presented in Figure 2.28
CI anion ES anion TCM anion TCB anion
$\mathbf{X}=\quad \mathrm{Cl}^{-}$




Figure 2.28 - Structures of the ILs EMIM:X.

Conductivity enhancement of PEDOT:PSS thin films that contain IL has been performed in the following way [11] (Figure 2.29). Solution of 0.5 ml of $\mathrm{IL}(\mathrm{c}=0.15 \mathrm{~mol} / \mathrm{l})$ is mixed with 1 g of commercial solution of PEDOT:PSS solution (Clevios ${ }^{T M} \mathrm{PH} 1000$ with a mass ratio of PEDOT:PSS of $1: 2.5$ ) and stirred at room temperature during 10 minutes. Then, PEDOT:PSS + IL films are prepared by spin-coating the solution on a glass substrate and sonicated in deionized water, acetone and isopropyl alcohol during 10 minutes. Finally, the resulting films are dried at $130^{\circ} \mathrm{C}$ during 15 minutes.


Figure 2.29 - Process of PEDOT:PSS film fabrication containing doping IL. The IL remains in the PEDOT:PSS thin film after washing and removing of PSS excess.

The hypothesis for conductivity enhancement in presence of IL consists of an ion exchange between PEDOT:PSS and IL, described by the following equation:

$$
\begin{equation*}
P E D O T: P S S+E M I M: X \rightarrow P S S: E M I M+P E D O T: X \tag{2.3}
\end{equation*}
$$



Figure 2.30 - a) Electrical conductivity of untreated (pristine) and IL-treated PEDOT:PSS thin films. b) Charge-carrier mobility, c) $\pi-\pi$ stacking distance of untreated and IL-treated PEDOT:PSS films. d) Illustration of rearrangement of PEDOT:PSS without IL and with EMIM:TCB from the hypothesis of ion exchange between PEDOT:PSS and IL. Picture adapted from [11] (Advanced Materials, 2016, 28, 8625-8631, Figures 3-4, Copyright 2016 with permission from John Wiley and Sons).

Because of electrostatic interactions, it is believed that IL helps PSS to decouple from PEDOT which induces a subsequent self-assembly process leading to extended $\pi$-stacked PEDOT chains [11] as illustrated in Figure 2.30 c. An increase in conductivity of 5000 -fold has been reported in presence of EMIM:TCB (from 0.4 to $2103 \mathrm{~S}_{\mathrm{S}} \mathrm{cm}^{-1}$ ). Similar conductivity in presence of the same IL has been reported in a previous study [200]. More modest $\sim 3500, \sim 2000$ and $\sim 900$ fold enhancement (equivalent to 1405,840 and $359 \mathrm{S.cm}^{-1}$ ) has been achieved respectively in presence of EMIM:TCM, EMIM:ES and EMIM:Cl (Figure 2.30-a).

The conductivity does not display the same behavior than the carrier mobility (Figure 2.30-b) which is directly related to the degree of ordering of PEDOT. Indeed, transport of charge carriers would happen not only along but also across the $\pi$-stacked PEDOT domains by overlapping of $\pi$-orbitals [170. It appears that an additional factor plays a role in PEDOT:PSS conductivity: the number of charge carrier (i.e. the degree of $p$-doping). Indeed, non-monotonic variation of the
number of charge carriers has been reported along the series of anions $\mathrm{X}: 1.70 \times 10^{21}(\mathrm{X}=\mathrm{Cl})$, $1.50 \times 10^{21}(\mathrm{X}=\mathrm{ES}), 1.88 \times 10^{21}(\mathrm{X}=\mathrm{TCM})$ and $2.54 \times 10^{21}(\mathrm{X}=\mathrm{TCB})$. The amount of charge carriers suggests also that the IL anion X remains in the PEDOT phase [201, 11].


Figure 2.31 - a) XPS spectra of the $\mathrm{S}(2 \mathrm{p})$ of PEDOT:PSS films with and without ILs. b) 1D scattering profile in $\mathrm{q}_{z}$ direction. d) Schematic structure of stacking of untreated PEDOT:PSS (left), compact lamellar stacking of PEDOT:PSS in presence of EMIM:Cl or EMIM:ES (middle) and compact stacking of PEDOT:PSS in presence of TCB. d) TEM images of PEDOT:PSS films with and without ILs. Pictures taken from [11] (Advanced Materials, 2016, 28, 8625-8631, Figures 1-2, Copyright 2016 with permission from John Wiley and Sons).

Evidence from a change in morphology is depicted by X-ray photoelectron spectroscopy (XPS) measurements performed on thin films of PEDOT:PSS that display two signals correponding to the core 2 p electrons of sulfur $\mathrm{S}(2 \mathrm{p})$ with one signal ranging from $172-167 \mathrm{eV}$ (sulfonate group of PSS) and another signal ranging from 167-162 eV (thiophene group of PEDOT). The PSS phosphate peak decreases in the order of IL anion $\mathrm{Cl}>\mathrm{ES}>\mathrm{TCM}>\mathrm{TCB}$ due to the removal of PSS chains
decoupled from PEDOT in presence of IL after rinsing the films with water (Figure 2.31-a).
Morphology transformation of PEDOT:PSS induced by ion exchange in presence of ILs has been investigated by grazing incidence wide angle X-ray scattering (GIWAXS) and 1D scattering $\mathrm{q}_{z}$ profiles are obtained from 2D GIWAXS images (Figure 2.31.b). The untreated PEDOT:PSS sample displays two peaks at $\mathrm{q}_{z}=0.29 \AA^{-1}(\mathrm{~d}=21.7 \AA)$ and $\mathrm{q}_{z}=0.58 \AA^{-1}(\mathrm{~d}=10.8 \AA)$ attributed to the two lamellar stacking of PEDOT around PSS in (100) direction, respectively displayed in left, Figure 2.31-c and middle Figure 2.31. c. Another peak at $1.78 \AA^{-1}$ corresponds to the $\pi-\pi$ stacking of PEDOT in the (010) direction with a distance of $3.54 \AA$.

After addition of EMIM:Cl and EMIM:ES, the major peaks corresponding to the stacking in the (100) direction for untreated PEDOT:PSS ( $\mathrm{q}_{z}=0.29 \AA^{-1}$ ) shifts respectively to $\mathrm{q}_{z}=0.48$ $\AA^{-1}(\mathrm{~d}=13.1 \AA)$ and $\mathrm{q}_{z}=0.51 \AA^{-1}(\mathrm{~d}=12.3 \AA)$. This decrease is associated to a denser lamellar structure (middle, Figure 2.31-c) of PEDOT:PSS because of PSS partial removal after washing [11.

On contrary, in presence of EMIM:TCM and EMIM:TCB, the (100) peaks are much higher at $\mathrm{q}_{z}=0.33 \AA^{-1}(\mathrm{~d}=19.0 \AA)$ and $\mathrm{q}_{z}=0.27 \AA^{-1}(\mathrm{~d}=23.3 \AA)$ respectively. There are also shoulder peaks at $\mathrm{q}_{z}=0.55 \AA^{-1}(\mathrm{~d}=11.4 \AA)$ and $\mathrm{q}_{z}=0.49 \AA^{-1}(\mathrm{~d}=12.8 \AA)$ that resemble to (100) peaks displayed by samples containing EMIM:Cl and EMIM:ES. The first of the higher peaks can be assigned to the intercalation of TCM or TCB anions in the dense lamellar packing of PEDOT:PSS (left, Figure 2.31-c).

Moreover, the crystalline domains size in the (010) were estimated to be $22.3 \AA$ (untreated), 24.9 $\AA$ (with EMIM:Cl), $25.0 \AA$ (with EMIM:ES), $27.5 \AA$ (with EMIM:TCM), $31.0 \AA$ (with EMIM:TCB) which represent stacking of $6,7,7,8$ or 9 PEDOT units. This crystalline domain growth supports the picture of a self-assembly of PEDOT after dissociation by ILs. The transformation of PEDOT:PSS to a more ordered nano-structure is shown in Figure 2.31 d and the width of the nanofibrillar domain increases along the series of anion $\mathrm{X}=\mathrm{Cl}<\mathrm{ES}<\mathrm{TCM}<\mathrm{TCB}$.

The hypothesis of ion exchange between PEDOT:PSS and IL has been also investigated numerically using density functional theory (DFT) calculations performed in gas phase with a minimal model of PEDOT:PSS [201]. A trimer of EDOT (tri-EDOT) is chosen as a minimal model of PEDOT because only one positive unit charge is carried by at least three EDOT units and PTS is chosen as minimal model for PSS. Hence, the ion exchange between tri-EDOT:PTS and the IL

EMIM: X is determined through the calculation of the free energy of ion exchange $\Delta \Delta G_{x}^{0}$ from the standard Gibbs free energy $\left(\Delta G_{x}^{0}\right)$ performed on each ion pair before and after ion exchange:

$$
\begin{align*}
\Delta \Delta G_{x}^{0} & =\Delta G^{0}(E M I M: P T S)+\Delta G^{0}(\text { tri }-E D O T: X)  \tag{2.4}\\
& -\Delta G^{0}(\text { tri }-E D O T: P T S)-\Delta G^{0}(E M I M: X)
\end{align*}
$$

A more negative value of $\Delta \Delta G_{x}^{0}$ indicates a more favorable ion exchange process (in red, Figure 2.32. When PEDOT:PSS is mixed vigorously with EMIM:TCM ( $\Delta G^{0}=-248 \mathrm{~kJ} / \mathrm{mol}$ ) or EMIM:TCB $\left(\Delta G^{0}=-227 \mathrm{~kJ} / \mathrm{mol}\right)$, hydrophilic pairs of EMIM:PTS $\left(\Delta G^{0}=-317 \mathrm{~kJ} / \mathrm{mol}\right)$ would form spontaneously (black lines with squares, Figure 2.32, leaving behind hydrophobic PEDOT:TCM and PEDOT:TCB $\left(\Delta G^{0}=-200\right.$ and $-180 \mathrm{~kJ} / \mathrm{mol}$ respectively, black lines with triangles, Figure 2.32). Indeed, the ion exchange is favorable in presence of TCM and TCB anions $\left(\Delta \Delta G_{x}^{0} \sim-35 \mathrm{~kJ} / \mathrm{mol}\right)$.

On the other hand, ES and PTS have the same sulfonate group and will have similar binding energy between EMIM $\left(\Delta G^{0}(\right.$ EMIM:ES $)=-306 \mathrm{~kJ} / \mathrm{mol}$ and $\Delta G^{0}($ EMIM:PTS $\left.)=-317 \mathrm{~kJ} / \mathrm{mol}\right)$ and PEDOT $\left(\Delta G^{0}(\right.$ PEDOT:ES $)=-221 \mathrm{~kJ} / \mathrm{mol}, \Delta G^{0}($ PEDOT:PTS $\left.)=-235 \mathrm{~kJ} / \mathrm{mol}\right)$ leading to a negligible ion exchange $\left(\Delta \Delta G_{x}^{0} \sim 2 \mathrm{~kJ} / \mathrm{mol}\right)$. The point-charge-like Cl would prefer to bind to charge-localized EMIM ( $\Delta G_{x}^{0}$ (EMIM:Cl) $\sim-352 \mathrm{~kJ} / \mathrm{mol}$ ) than to charge-dispersed PEDOT ( $\Delta G_{x}^{0}$ (PEDOT: Cl$) \sim-258 \mathrm{~kJ} / \mathrm{mol}$ ) and therefore the ion exchange would not occur easily ( $\Delta \Delta G_{x}^{0} \sim 12$ $\mathrm{kJ} / \mathrm{mol}$ ).

Based on these results, design principles have been proposed for IL anion X in order to sustain high ion exchange. The anion X is required to be hydrophobic, bulky, soft and chargedispersed and a new hypothetical anion heptacyanocyclopentenide (HCCP) that satisfies this criteria has been previously proposed (displayed in left on Figure 2.32 for ion pairs EMIM:HCCP and PEDOT:HCCP). This anion displays the lowest ion pair binding energy when associated with EMIM $\left(\Delta G_{x}^{0}(\right.$ EMIM:HCCP $\left.) \sim-200 \mathrm{~kJ} / \mathrm{mol}\right)$ and the most negative ion exchange energy $\left(\Delta \Delta G_{x}^{0}\right.$ (EMIM:HCCP) $\sim-38 \mathrm{~kJ} / \mathrm{mol}$ ) among the series of considered anions.


Figure 2.32 - Examples of optimized geometries of EMIM:HCCP and PEDOT:HCCP ion pairs by DFT calculations. Gibbs free energy of ions pairs EMIM:X and PEDOT:X ( $\Delta \Delta G_{b}$, in black) and free energy of ion exchange between these ion pairs so that $\Delta \Delta G_{x}=\Delta G_{b}$ (EMIM:PTS) $+\Delta G_{b}$ (tri-EDOT:X) - $\Delta G_{b}$ (tri-EDOT:PTS) - $\Delta G_{b}$ (EMIM:X). The Gibbs free energy of tri-EDOT:PTS and EMIM:PTS ion pairs are respectively $-235 \mathrm{~kJ} / \mathrm{mol}$ and $-317 \mathrm{~kJ} / \mathrm{mol}$. Picture taken from ref. [201] (Journal of the American Chemical Society, 2018, 140, 5375-5384, Figure 2, Copyright 2018 with permission from ACS).

### 2.3 Objectives of the thesis

Based on the above experiments that describe different self-assembly processes, we will design numerical simulations to explore such processes. Considering the length scales and time scales of the phenomena at play, quantum degrees of freedom have to be ignored. Hence, we will rely on a classical description of the atomic systems simulated through molecular dynamics (MD) and Monte Carlo (MC) simulation techniques described in detail in the next chapter.

## Objectives of project 1

The first project will be investigated by using classical MC numerical simulations. We will only consider double strand DNA molecules and we will not focus on DNA superstructures like DNA origami for simplification.

First, the effective force between two DNA molecules and the stability of a hexagonal DNA bundle will be studied in presence of small counterions of different valencies in order to validate the simulation code we have constructed for this project.

Next, we will probe how gold nanoparticles self-assemble on a single DNA molecule. In par-
ticular, we will explore the influence of the nanoparticle charge on the assembly process and the effect of ionic strength on the assembled structures.

Then, instead than performing direct simulations to explore the self-assembly process of several DNA molecules and gold nanopaticles, we will use biased simulations to quantitatively estimate the attraction between two parallel DNA molecules through the calculation of the effective force as a function of their mutual separation and in presence of gold nanoparticles and small ions. Subsequently, we will probe the stability of a hexagonal or square-like DNA bundle in presence of gold nanoparticles and small ions by computing osmotic pressure as a function of the bundle lattice spacing.

## Objectives of project 2

The second project will be investigated with classical MD simulation techniques. First, we will simulate and analyze PEDOT:PSS aqueous systems where the influence of the length of PEDOT and PSS chains on the morphology will be characterized. Then, we will determine quantitatively the spontaneous ion exchange with free energy calculation performed on separate pairs of molecules. Finally, direct (i.e non biased) MD simulations will be performed in order to investigate the dynamic of PEDOT chains self-assembly in PEDOT:PSS mixtures in presence of EMIM: X ( $\mathrm{X}=$ Cl, ES, TCM, TCB and HCCP) IL. Influence of polyelectrolyte lengths and system size on the resulting PEDOT:PSS morphology will be investigated for the whole IL series. Our larger-scale MD simulations along the X anion series will permit to validate the design principles that the X anion must satisfy in order to obtain high ion exchange between PEDOT:PSS and the EMIM:X IL.

## CHAPTER 3

## Simulation Methods
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In this chapter, we review the two main computational techniques used to simulate the behavior and properties of the systems studied in this work. First, we introduce several algorithms used in classical Monte Carlo simulations. In a second part, we present the classical molecular dynamics technique.

### 3.1 Simulations at different scales

Numerical simulation involves the representation of a process using a model with parameters and variables properly chosen to reproduce the experimental system. The mathematical representation is based on empirical or theoretical models previously developed. Numerical simulations are used to probe complex phenomena involving large amount of data or lack of analytical solutions. Nowadays, the enormous available computational power allows numerical simulation to become an important complementary or substitute tool for various experiments.


Figure 3.1 - Application ranges of computational simulations for different scales. Picture adapted from ref. [202] (Chemical reviews, 2016, 116, 7898-7936, Figure 1, Copyright 2018 with permission from ACS).

Depending of the degree of reality that we want to model in a numerical simulation, we may consider different approaches depending of length scale and/or timescale of the phenomenon to be explored. The Figure 3.1 summarizes the different numerical approaches one may consider.

Quantum-mechanical approches aim to calculate the electronic structure and energy level but is limited to short length scale (usually a few nm ) and timescale (usually few ps ).

For larger systems with length scales going from nanometer to millimeter and timescale going from nanosecond to second (Figure 3.1), classical all-atom or coarse-grained (CG) molecular simulations are more adapted. CG models are idealized models derived from all-atom models where groups of atoms or molecules are replaced by CG particles. The use of CG models accelerates a simulation in two ways. First, it uses a fewer number of particles, decreasing the CPU cost to
calculate the interaction potentials. Second, the smoother CG potential both shorten the time for the system to reach equilibrium and decrease the energy barriers between local minima.

At a mesoscale level, one would consider evolution of systems with models that describe spatial and temporal variations of order parameters [203] like density, temperature or magnetization with partial derivative equations. Another route to probe evolution of systems at this scale is the kinetic Monte Carlo algorithm which simulates the dynamic from state to state transition with pre-chosen probabilities, suitable to study phenomenon like dislocation mobility, surface growth or surface diffusion [204].

For the works conducted in this thesis, we focus on length scale and timescale accessible to classical all-atom and CG simulations. The detailed molecular models will be presented at the beginning of chapters 4 and 5 .

### 3.2 Molecular Monte Carlo Simulations

Monte Carlo simulation (MC) techniques are a class of computational algorithms using randomness to solve deterministic problems. MC simulations take their origin from the Markov chain Monte Carlo method developed in the 1940's by Stanisław Marcin Ulam, John von Newmann and Nicholas Metropolis whose gave "Monte Carlo" as a name to the method, in reference to the famous place for gambling [205, [206]. Nowadays, Monte Carlo methods are indispensable techniques to solve various problems ranging from optimization problem to behavior of complex systems with many coupled degrees of freedom in various field such as physics, chemistry, biology, economy or social sciences.

### 3.2.1 Motivations

Macroscopic properties of a system of $N$ classical particules at temperature $T$ in a cubic simulation box of volume $V$ can be derived from the partition function $Q$ counting all the states available to the system:

$$
\begin{equation*}
Q(N, V, T)=c \int d \mathbf{p}^{N} d \mathbf{r}^{N} \exp \left[-\beta \mathcal{H}\left(\mathbf{p}^{N}, \mathbf{r}^{N}\right)\right] \tag{3.1}
\end{equation*}
$$

where $\mathbf{r}^{N}$ and $\mathbf{p}^{N}$ represent respectively the coordinates and the impulsions of the $N$ particles and $\beta=\frac{1}{k_{B} T}$ with $k_{B}$ the Boltzmann constant and $T$ the temperature. $\mathcal{H}\left(\mathbf{p}^{N}, \mathbf{r}^{N}\right)$ is the Hamiltonian of the system such that $\mathcal{H}=\mathcal{E}+\mathcal{U}$ where $\mathcal{E}$ is the kinetic energy and $\mathcal{U}$ the potential energy. The partition function is normalized according to $c=\frac{1}{N!h^{3 N}}$.

In the canonical ensemble, the average of an observable $A$ is expressed by statistical mechanics as

$$
\begin{equation*}
\langle A\rangle=\frac{\int d \mathbf{p}^{N} d \mathbf{r}^{N} A\left(\mathbf{p}^{N}, \mathbf{r}^{N}\right) \exp \left[-\beta \mathcal{H}\left(\mathbf{p}^{N}, \mathbf{r}^{N}\right)\right]}{\int d \mathbf{p}^{N} d \mathbf{r}^{N} \exp \left[-\beta \mathcal{H}\left(\mathbf{p}^{N}, \mathbf{r}^{N}\right)\right]} \tag{3.2}
\end{equation*}
$$

Given that $\mathcal{E}$ is a quadratic function of the momenta and that properties calculated does not depend explicitely of momenta $\left(A\left(\mathbf{p}^{N}, \mathbf{r}^{N}\right)=A\left(\mathbf{r}^{N}\right)\right)$, the resulting integration over momenta can be done analytically and equation 3.2 can be written in term of coordinates:

$$
\begin{equation*}
\langle A\rangle=\frac{\int d \mathbf{r}^{N} A\left(\mathbf{r}^{N}\right) \exp \left[-\beta \mathcal{U}\left(\mathbf{r}^{N}\right)\right]}{\int d \mathbf{r}^{N} \exp \left[-\beta \mathcal{U}\left(\mathbf{r}^{N}\right)\right]}=\frac{\int d \mathbf{r}^{N} A\left(\mathbf{r}^{N}\right) \exp \left[-\beta \mathcal{U}\left(\mathbf{r}^{N}\right)\right]}{Z} \tag{3.3}
\end{equation*}
$$

The calculation of the observable $A$ over positions (equation 3.3) should require the calculation of the configurational partition function $Z$, that depend only of coordinates.

The probability to find the system in a state $\left(\mathbf{r}^{N}\right)$ writes:

$$
\begin{equation*}
\mathcal{N}\left(\mathbf{r}^{N}\right)=\frac{\exp \left[-\beta \mathcal{H}\left(\mathbf{r}^{N}\right)\right]}{Z} \tag{3.4}
\end{equation*}
$$

For a very small system of 100 atoms, the corresponding partition function $Z$ already results in a 300-dimensional integral, most of the time not solvable analytically. Consequently, Monte Carlo simulation techniques are introduced.

Remark: All the investigations conducted in this work with Monte Carlo simulation techniques has been done with home-made simulation codes. Indeed, it is sometimes more interesting to write a full software specifically designed for a system one wants to probe, instead of using a third-party simulation package which is less flexible to
manage and/or to adapt.

### 3.2.2 Monte Carlo simulations in various ensemble

A thermodynamical ensemble characterizes the coupling of a physical system with its environment. Some of them are isolated, others are closed but can exchange heat with the surrounding or are open and can also exchange particles. We review the 4 most common thermodynamical ensembles used to perform molecular simulations.

- The microcanonical ensemble (NVE) represents the set of systems isolated from their environment and thus have constant energy.
- The canonical ensemble (NVT) refers to the systems with a constant volume, temperature and number of particles.
- The isothermal-isobaric (NPT) ensemble is widely use to mimic the experimental conditions encountered in real experiments where temperature and pressure are controlled.
- The collection of systems that can exchange particles with the environment at constant volume and temperature belong to the grand canonical ensemble $(\mu \mathrm{VT})$.

Given that experiments under constant $N, V$, and $E$ are very rare, it is not frequent to use the microcanonical ensemble in simulations. It is however important to notice that the microcanonical ensemble is the default ensemble for MD simulations where total energy is constant while the canonical ensemble is the default ensemble for MC simulations.

We review the different mathematical framework and Monte Carlo recipes for the most used thermodynamical ensembles.

### 3.2.2.1 The canonical ensemble

In the canonical ensemble, the configurational partition function $Z$ of a set of $N$ particles in a closed system of volume $V$ at temperature $T$ is defined as

$$
\begin{equation*}
Z=\frac{1}{\lambda^{3 N} N!} \int d \mathbf{r}^{N} \exp \left[-\beta \mathcal{U}\left(\mathbf{r}^{N}\right)\right] \tag{3.5}
\end{equation*}
$$

where $\lambda=\sqrt{\frac{h^{2}}{2 \pi m k_{B} T}}$ is the thermal de Broglie wavelength and $\mathcal{U}\left(\mathbf{r}^{N}\right)$ is the potential between particles.

The average observable $A$ writes:

$$
\begin{equation*}
\langle A\rangle=\frac{\int d \mathbf{r}^{N} A\left(\mathbf{r}^{N}\right) \exp \left[-\beta \mathcal{U}\left(\mathbf{r}^{N}\right)\right]}{Z} \tag{3.6}
\end{equation*}
$$

To compute the observable $A$ from 3.6 while avoiding the difficult estimation of $Z$, Metropolis and co-workers proposed an algorithm particularly suitable for the canonical ensemble [207].

During a simulation, the only known quantity is the Boltzmann factor $\exp \left[-\beta \mathcal{U}(\mathbf{r})^{N}\right]$. In other terms, we have access to the relative but not the absolute probability density, which depends explicitely on the partition function.

Let us consider a system in an old configuration $o$, whose Boltzmann factor is $\exp [-\beta \mathcal{U}(o)]$. The system reaches a new equilibrium state $n$ after a small perturbation, with the corresponding Boltzmann factor $\exp [-\beta \mathcal{U}(n)]$ and the configurational probability to find the system in the state $n$ writes:

$$
\begin{equation*}
\mathcal{N}(n)=\frac{\exp [-\beta \mathcal{U}(n)]}{Z} \tag{3.7}
\end{equation*}
$$

where $\mathcal{U}(n)$ is the potential energy of the system in the state $n$. The Metropolis algorithm aims to decide which state to accept or reject after this trial perturbation.

A system in equilibrium should satisfy the balance condition: the average number of accepted trial configuration from state $o$ to state $n$ must be equal to the average number of accepted trial configuration from state $n$ to state $o$. In practical, a stronger condition that fulfills the balance condition is the detailed balance condition: at equilibrium, the average number of accepted moves from $o$ to other state $n$ exactly cancels the reverse moves. This balanced condition is detailed as following:


Figure 3.2 - Procedure of a canonical MC simulation.

$$
\begin{equation*}
\mathcal{N}(o) \pi(o \rightarrow n)=\mathcal{N}(n) \pi(n \rightarrow o) \tag{3.8}
\end{equation*}
$$

The transition probability can be expressed as a product of the probability of accepting a trial move and the probability of performing a trial move:

$$
\begin{equation*}
\pi(o \rightarrow n)=\alpha(o \rightarrow n) \times \operatorname{acc}(o \rightarrow n) \tag{3.9}
\end{equation*}
$$

In the original Metropolis algorithm, $\alpha(o \rightarrow n)=\alpha(n \rightarrow o)$, so that equation 3.8 leads to the ratio:

$$
\begin{equation*}
\frac{\operatorname{acc}(o \rightarrow n)}{\operatorname{acc}(n \rightarrow o)}=\frac{\mathcal{N}(n)}{\mathcal{N}(o)}=\exp (-\beta[\mathcal{U}(n)-\mathcal{U}(o)]) \tag{3.10}
\end{equation*}
$$

Among many possibilities for $\operatorname{acc}(o \rightarrow n)$ that satisfy equation 3.10. Metropolis et al. chose the
following one:

$$
\operatorname{acc}(o \rightarrow n)= \begin{cases}\exp (-\beta[\mathcal{U}(n)-\mathcal{U}(o)]), & \text { if } \quad \mathcal{U}(n)>\mathcal{U}(o)  \tag{3.11}\\ 1, & \text { if } \quad \mathcal{U}(n) \leq \mathcal{U}(o)\end{cases}
$$

which can be rewritten in a more compact form:

$$
\begin{equation*}
\operatorname{acc}(o \rightarrow n)=\min (1, \exp (-\beta[\mathcal{U}(n)-\mathcal{U}(o)])) \tag{3.12}
\end{equation*}
$$

The Metropolis method allows a correct sampling of the state distribution of a system without computing the partition function.

We implemented the canonical Monte Carlo algorithm in a program written in C++ (Appendix A). We detailed the corresponding algorithm in Figure 3.2

### 3.2.2.2 Isobaric-isothermal ensemble

It is important to review this ensemble where the temperature $T$, the pressure $P$ and the number of particles $N$ remain constant, a situation encountered in many real systems which exchange heat but no particle with the environment.

This technique is particularly adapted to probe systems in the vicinity of a first order transition given that the system is able to transform into a state of minimal Gibbs free energy at constant pressure with fluctuating volume [208]. The isobaric-isothermal ensemble has been used by Woods [209] to simulate a two dimensional hard disk system. McDonald has formalised the method for continuous inter-molecular potentials (Lennard-Jones potential) and we give a description of this method below [210].

The partition function for the NPT ensemble is derived from the NVT ensemble. We consider a system of volume $V_{o}$ with $M$ particles and we divide this system into two subsystems of volume $V_{o}-V$ and $V$, each one containing respectively $M-N$ and $N$ particles.

The situation is described in Figure 3.3 and the partition function of the system is the product of the partition functions of the subsystems:


Figure 3.3 - The subsystem of volume $V_{o}-V$ is a reservoir of volume for the small system $V$.

$$
\begin{equation*}
Q\left(N, M, V, V_{o}, T\right)=\frac{V^{N}\left(V_{o}-V\right)^{M-N}}{\lambda^{3 M} N!(M-N)!} \int d \mathbf{s}^{M-N} \ldots \int d \mathbf{s}^{N} \exp \left[-\beta \mathcal{U}\left(\mathbf{s}^{N}, \mathbf{L}\right)\right] \tag{3.13}
\end{equation*}
$$

where the coordinates are scaled over the cubic box size $\mathbf{s}=\frac{\mathbf{r}}{\mathbf{L}}$.
Let us expand the volume of the outer system to infinity so that its pressure is not modified if the small system changes its volume $V$. In that case, the probability to find a microstate of volume $V$ is given by:

$$
\begin{equation*}
\mathcal{N}_{N, P, T}(V)=\frac{V^{N} \exp (-\beta P V) \int d \mathbf{s}^{N} \exp \left[-\beta \mathcal{U}\left(\mathbf{s}^{N}, \mathbf{L}\right)\right]}{\int_{0}^{V_{o}} d V^{\prime} V^{\prime N} \exp \left(-\beta P V^{\prime}\right) \int d \mathbf{s}^{N} \exp \left[-\beta \mathcal{U}\left(\mathbf{s}^{N}, \mathbf{L}^{\prime}\right)\right]} \tag{3.14}
\end{equation*}
$$

The probability of accepting a trial step after modification of the volume from $V$ to $V^{\prime}=V+\Delta V$ in a Monte Carlo simulation is:

$$
\begin{equation*}
\operatorname{acc}(o \rightarrow n)=\min \left(1, \exp \left(-\beta\left[\mathcal{U}\left(\mathbf{s}^{N}, V^{\prime}\right)-\mathcal{U}\left(\mathbf{s}^{N}, V\right)+P\left(V^{\prime}-V\right)-\frac{(N+1)}{\beta} \ln \left(\frac{V^{\prime}}{V}\right)\right]\right)\right) \tag{3.15}
\end{equation*}
$$

The rescaling of the system is carefully done when changing the volume. For a given molecule, only the center of mass has to be rescaled to preserve the bond distance between each atoms.

### 3.2.2.3 Grand Canonical ensemble

Grand canonical Monte Carlo ensemble is characterized by a constant volume $V$, constant temperature $T$ and chemical potential $\mu$. These conditions correspond to experimental situations when an adsorbent material is in contact with a reservoir of particles, for instance the adsorbent can be liquid water in contact with its gaseous phase. A first implementation of the Grand canonical Monte Carlo method was proposed by Norman and Filinov [211] and has been extended later by other groups.

The partition function of the Grand canonical Monte Carlo ensemble can be derived from the partition function of the canonical (NVT) ensemble in the same manner as the partition function for the isobaric-isothermal ensemble. In that case, it is not the volume but particles which are exchanged with a reservoir.


Figure 3.4 - The subsystem of volume $V_{o}-V$ is a reservoir of particles for the small system $V$.

As illustrated on Figure 3.4 small subsystem of volume $V$ can exchange particles with the biggest subsystem of volume $V_{o}-V$ without changing its chemical potential $\mu$.

Let us call $N$ the total number of particles in the system of volume $V$ and $(M-N)$ the number of particles in the system of volume $V_{o}-V$ so that the total number of particles is $M$. The function partition of such system reads:

$$
\begin{equation*}
Q\left(N, M, V, V_{o}, T\right)=\frac{V^{N}\left(V_{o}-V\right)^{M-N}}{\lambda^{3 M} N!(M-N)!} \int d \mathbf{s}^{M-N} \ldots \int d \mathbf{s}^{N} \exp \left(-\beta \mathcal{U}\left(\mathbf{s}^{N}\right)\right) \tag{3.16}
\end{equation*}
$$

If the two systems can exchange particles, the function partition sums all the possible distributions of the $M$ particles in the two subsystems:

$$
\begin{equation*}
Q\left(M, V, V_{o}, T\right)=\sum_{N=0}^{M} \frac{V^{N}\left(V_{o}-V\right)^{M-N}}{\lambda^{3 M} N!(M-N)!N!} \int d \mathbf{s}^{M-N} \ldots \int d \mathbf{s}^{N} \exp \left(-\beta \mathcal{U}\left(\mathbf{s}^{N}\right)\right) \tag{3.17}
\end{equation*}
$$

where $\mathbf{s}^{N}$ are the scaled coordinates of the system. When the volume of the reservoir $V_{o}-V$ and the number of particles $M$ tend to infinity, we introduce the density $\left(M /\left(V_{o}-V\right)\right) \rightarrow \rho$ linked to the chemical potential $\mu$ of the reservoir by

$$
\begin{equation*}
\mu=k_{B} T \ln \left(\lambda^{3} \rho\right) \tag{3.18}
\end{equation*}
$$

At a finite number of particles $N$ in the system of volume $V$, the partition function 3.17 is simplified in the limit of $(M / N) \rightarrow \infty$ and is expressed as following:

$$
\begin{equation*}
Q(\mu, V, T)=\sum_{N=0}^{M} \frac{\exp (\beta \mu N)}{\lambda^{3 N} N!} \int d \mathbf{s}^{N} \exp \left(-\beta \mathcal{U}(\mathbf{s})^{N}\right) \tag{3.19}
\end{equation*}
$$

We can derive the probability density to find a state with $N$ particles:

$$
\begin{equation*}
\mathcal{N}_{\mu, P, T}(V) \propto \frac{\exp (\beta \mu N) V^{N}}{\lambda^{3 N} N!} \exp \left(-\beta \mathcal{U}\left(\mathbf{s}^{N}\right)\right) \tag{3.20}
\end{equation*}
$$

A Grand canonical Monte Carlo simulation has two types of trial moves at each MC step in case of a system made of spherical particles, one for the displacement of a particle and another one to choose whether to insert or remove a particle from the system.

The acceptance probability for the particle displacement is:

$$
\begin{equation*}
\operatorname{acc}(o \rightarrow n)=\min \left(1, \exp \left(-\beta\left[\mathcal{U}\left(\mathbf{s}^{\prime}\right)^{N}-\mathcal{U}(\mathbf{s})^{N}\right]\right)\right) \tag{3.21}
\end{equation*}
$$

The acceptance probability for the particle insertion is written as:

$$
\begin{equation*}
\operatorname{acc}(N \rightarrow N+1)=\min \left(1, \frac{V}{\lambda^{3}(N+1)} \exp (\beta[\mu-\mathcal{U}(N+1)+\mathcal{U}(N)])\right) \tag{3.22}
\end{equation*}
$$

and the expression for the removal probability is:

$$
\begin{equation*}
\operatorname{acc}(N \rightarrow N-1)=\min \left(1, \frac{\lambda^{3} N}{V} \exp (-\beta[\mu+\mathcal{U}(N-1)-\mathcal{U}(N)])\right) \tag{3.23}
\end{equation*}
$$

We implemented and adapted the grand canonical Monte Carlo algorithm in a case of insertion/deletion of monovalent salt pairs at constant chemical potential represented by spherical beads and we provide some check tests in Appendix B. 3

### 3.2.3 Implemented Trial Moves

In this section, we review the Monte carlo trial moves that we implemented in the Monte Carlo simulation package. It is relatively easy to implement a new trial move in a $\mathrm{C}++$ program provided that the detailed balance condition 3.8 is respected.

The trial moves implemented can either change the position of the center of mass or the orientation of a rigid molecule. We present also a trial move to displace an ensemble of particles defined as a "cluster move".

### 3.2.3.1 Translational move

The translational move involves a displacement of the center of mass of a molecule placed at a center of an imaginary box of side $\Delta$ [208]. The trial displacement is created by choosing random numbers between $-\frac{\Delta}{2}$ and $\frac{\Delta}{2}$ to modify the $x, y$ and $z$ coordinates of the molecule center of mass. The translational move is applied as followed.

1. Pick randomly a molecule in the box.
2. Modify the coordinates of the molecule according to the following rules:

$$
\left\{\begin{array}{l}
x_{i}^{\prime}=x_{i}+\Delta(\text { Rand }-0.5)  \tag{3.24}\\
y_{i}^{\prime}=y_{i}+\Delta(\text { Rand }-0.5) \\
z_{i}^{\prime}=z_{i}+\Delta(\text { Rand }-0.5)
\end{array}\right.
$$

### 3.2.3.2 Rotational move

We need to introduce a rotational move to sample the orientational degree of freedom of a rigid molecule. We decided to use the version of the pivot algorithm presented by Steinhauser [212] and initially proposed by Lal in 1969 [213]. The pivot algorithm was first implemented to overcome the difficult sampling of internal degrees of freedom of a polymer chain. The algorithm is suited to probe the orientational degree of freedom for a rigid molecule around its mass center. If we consider N molecules in a simulation box, the steps to perform a rotational move is described as following:

1. Pick randomly a molecule of index $k \in[1 ; \mathrm{N}]$.
2. Choose randomly a direction uniformly distributed on a sphere of radius 1 associatd with an unit vector $\mathbf{n}$ whose origin coincides with the center of mass of the molecule $k$.

Remark: One need to sample uniformly the polar and azimutal Euler angles defined by $\theta \in[0 ; \pi]$ and $\phi \in[0 ; 2 \pi]$ by using the following relationships:

$$
\begin{cases}\phi & =2 \pi r  \tag{3.25}\\ \cos (\theta) & =2 w-1\end{cases}
$$

where $r$ and $w$ are randomly generated numbers $\in[0 ; 1]$.
3. Rotate the molecule of an angle $\alpha$ around the direction $\mathbf{n}$. The coordinates are transformed according to:

$$
\begin{equation*}
\mathbf{r}^{\prime}=\mathbf{r} \cos \alpha+(1-\cos \alpha)(\mathbf{r} . \mathbf{n}) \mathbf{n}+\sin \alpha(\mathbf{n} \times \mathbf{r}) \tag{3.26}
\end{equation*}
$$

We implemented the above pivot algorithm through a MC scheme in Appendix B. 2 by sampling the configurational degrees of freedom of the Kratky-Porod model. We ensure that the implementation is correct so that the algorithm can be used in the Monte Carlo simulation package.

### 3.2.3.3 Collective move

Collective Monte Carlo moves are developed to sample strongly attractive colloidal, molecular or atomistic systems. This kind of systems often form group of particles (called also "clusters") for which an attempt to displace one particle outside of the cluster results in an unfavorable variation of the interaction energy. Such Monte Carlo step would be rejected with the Metropolis algorithm preventing the system to relax properly and/or efficiently.

A flourishing literature proposed different algorithms to address such issues. The Virtual Move Monte Carlo Scheme (VMMC) proposed by Whitelam and Geissler [214] involves the construction of a cluster from a randomly chosen particle that executes a virtual trial move. All the particles moving in the same fashion have to be included in the cluster by calculating the interaction energy before and after the move. Finally, the positions of all particles in the cluster are updated. Although this algorithm was originally proposed for short-range interactions, Ružička and Allen have extended it to general pairwise interactions [215].

Another type of collective move particularly suited to sample fluid systems is the geometrical cluster algorithm (GCA) developed by Dress and Krauth [216] and generalized later by Liu and Luijten [217] where a molecular configuration is rotated around a pivot. The particles which overlap between the original and rotated configurations belong to the same cluster. Finally, the particles belonging to the defined cluster are exchanged between the original and the rotated configurations.

These algorithms are efficient for dense and complex systems but are not straightforward to implement in a software, especially with several species. We decided thus to use the partially
clothed pivot algorithm developed by Valleau and Gordon [218] which is easy to implement in a software and compatible to the pivot algorithm we presented in section 3.2.3.2

We proposed an adapted version of the algorithm to either rotate or translate a large particle and its surrounding cloud of small particles.

1. Pick randomly a large particle of index $k \in[1 ; \mathrm{N}]$.
2. Let us consider the original configuration $o$ and denote $\mathrm{m}_{o}$ the small particles to be chosen with a probability $\mathrm{p} \leq 1$ and falling within some predetermined volume defined by a certain radius $R$ around the center of mass of the large particle $k$ that has to be rotated with the pivot algorithm (section 3.2.3.2) or translated (section 3.2.3.1).
3. From the proposed move associated with the new state $n$, let us call $\mathrm{m}_{n}$ the total amount of small particles falling in the same volume after the move.
4. The acceptance probability for the step is:

$$
\begin{equation*}
\operatorname{acc}(o \rightarrow n)=\min \left(1,(1-p)^{m_{n}-m_{o}} \exp (-\beta[\mathcal{U}(n)-\mathcal{U}(o)])\right) \tag{3.27}
\end{equation*}
$$

where $\mathcal{U}(n)$ and $\mathcal{U}(o)$ are the energy of the new and former state respectively.

We selected $\mathrm{p}=1$ according to the work of Lobaskin and Linse [219]. Indeed, all moves including a new small particle between initial and final step will be rejected in order to respect the detailed balance condition. Also, in order to reject any rotation which will change the number of particles in the cluster, any choice of $\mathrm{p}<1$ should be avoided for efficiency as there might be overlap between the molecule and the ions not selected for the move inside the considered volume.

### 3.2.4 Interactions in the simulation box

We give a description of the interactions that we implemented for the Monte Carlo simulations. The ensemble of interactions is represented by a set of mathematical functions and parameters called force field, and we will give a complete presentation in section 3.3.3. The physical interactions are described with a minimal model including 3 important features.

- All molecules will be rigid.
- The solvent will be modeled by a dielectric constant $\epsilon$.
- The interactions are described with a combination of pairwise hard core potential (i.e. steric repulsion to prevent particle overlap) and pairwise Coulomb interactions reduced by the dielectric constant of the solvent $\epsilon$ :

$$
V_{i j}(r)= \begin{cases}\infty & r \leq\left(\sigma_{i}+\sigma_{j}\right) / 2  \tag{3.28}\\ \frac{q_{i} q_{j}}{4 \pi \epsilon_{o} \epsilon r} & r>\left(\sigma_{i}+\sigma_{j}\right) / 2\end{cases}
$$

where $\sigma_{i}$ and $\sigma_{j}$ are the particle diameters and r is the interparticle separation. One common numerical trick to compute the interactions between particles are the use of a set of boundary conditions called periodic boundary conditions (PBCs).

### 3.2.4.1 Periodic boundary conditions

The PBCs are chosen to remove (a part of) the boundary effects due to the simulation box in order to reproduce the behavior of macroscopic system. A description of the PBCs in 2 dimensions is presented in Figure 3.5

During a molecular simulation, particle's motion need to be restricted in the original simulation box. For instance, if the green particle depicted in Figure 3.5 escapes from one side of the simulation box in a given direction, it will re-enter in the box from the opposite side. The corresponding algorithm writes for the $x$ direction:

$$
\begin{cases}i f\left(x>L_{x}\right) & x=x-L_{x}  \tag{3.29}\\ i f\left(x<L_{x}\right) & x=x+L_{x} \\ i f\left(x \leq L_{x} \quad \& \& \quad x \geq L_{x}\right) & x=x\end{cases}
$$



Figure 3.5 - Presentation of the PBCs in two dimensions. The original cell contains the red particles with its eight nearest images cells filled with blue particles. The red particle centered on the dashed rectangle interacts with the closest periodic image of other particles depicted with arrows. The green particle in original cell is associated with its direct periodic images.

For a given particle in the simulation cell, the closest interacting neighbors within a centered cell on this particle is implemented with the following recipe. It is straightforward to switch from 2 to 3 dimensions.

- Particles in the computational box have only pairwise interactions. In order to take into account PBCs, the pair separation $R X, R Y$ and $R Z$ along the $x, y, z$ directions are computed for each pair of particle $i$ and $j$ as followed:

$$
\left\{\begin{array}{l}
R X=x_{i}-x_{j}  \tag{3.30}\\
R Y=y_{i}-y_{j} \\
R Z=z_{i}-z_{j}
\end{array}\right.
$$

- We apply the following tranformations (that hold for a cubic, a orthorhombic or a quadratic box) usually called "minimum image convention" [220] on $R X, R Y$ and $R Z$ which select the shortest distance between the particle i and either the particle $j$ or one of its images in the image cells:

$$
\left\{\begin{array}{l}
R X=R X-L_{x} \times \operatorname{round}\left(\frac{R X}{L_{x}}\right)  \tag{3.31}\\
R Y=R Y-L_{y} \times \operatorname{round}\left(\frac{R Y}{L_{y}}\right) \\
R Z=R Z-L_{z} \times \operatorname{round}\left(\frac{R Z}{L_{z}}\right)
\end{array}\right.
$$

where $L_{x}, L_{y}$ and $L_{z}$ are the size of the simulation box sides.

The minimum image convention will be used to calculate the electrostatic interactions in the simulation box.

### 3.2.4.2 Cell lists for pairwise hard core potential

Most of the computational time is spent calculating the interaction energy between particles in the box. Although the calculation of the electrostatic interactions relies on the minimum image convention, there is still a waste of time to evaluate the pairwise hard core potential at a given step. Indeed, when a particle is chosen to be displaced, a "brute force" approach requires to compute the interpenetration of the particle with all other particles in the box. We used the cell lists algorithm [221] that keeps track of the lists of particles in smaller boxes in the simulation box. We briefly present the algorithm given that we used it in the simulation code to evaluate the pairwise hard core potential.

The simulation box is divided into smaller boxes of side $r^{\prime}$. Then, we create lists in which we store the index of each particle contained in each small box. At a given MC step, the lists are modified in the following way (Figure 3.6):

- If the chosen particle (in green) is displaced so that the particle remain in the small simulation box, no update is required for the lists and the interpenetration of the particle with other particles in the small box and in adjacent small boxes (in red) is tested. If there is interpenetration or unfavorable change of energy, the new coordinates of the particle is rejected.
- If the particle is displaced in a new small box, the interpenetration of the particle is tested with the particles inside the new box and adjacent boxes of this new box. If the step is


Figure 3.6 - For this example in 2 dimensions, we divided the simulation box into 9 small boxes of side $r^{\prime}$. Supplemental boxes are added around the original box to take account of the PBCs.
rejected, the lists are not updated. If the step is accepted, we delete the index of the particle in the list of the former small box and add it to the list of the new small box.

The interpenetration is tested for adjacent small boxes given that a particle can be located in a small box but interpenetrates with another particle located in an adjacent small box. We divide the simulation box in 6 small boxes in the $x, y$ and $z$ direction resulting in 216 small boxes.

### 3.2.4.3 Ewald summation method

The Ewald summation method is used to compute the electrostatic interactions in a periodic system and cannot be evaluated between particles with a simple cut-off. In particular, the idea of the Ewald summation algorithm is to split the low converging electrostatic potential into two converging sub-potentials [222].

Let us suppose that the original set composed of point charges is modified by introducing gaussian charges ("clouds") of opposite charge such that the lattice becomes neutral as shown in Figure 3.7 lattice (B). In order to evaluate only the contribution of the point charges (lattice (A)), it is required to add a lattice of compensate diffuse charges of the same sign as the point charges (Figure 3.7 lattice (C)). The electrostatic potential produced by lattice (B) will decay thus faster


Figure 3.7 - (A) The original set of electrostatic charges (in blue) is separated into two sets of charges. (B) Each charge is associated with a diffuse opposite charge (in red). (C) The diffuse opposite charges are withdrawn so that $(A)=(B)+(C)$ in term of electrostatic charge.
and can be computed using a cutoff scheme. This contribution to the electrostatic potential is computed in the $\mathbf{r}$-space, while the contribution of the lattice $(\mathrm{C})$ is calculated in the $\mathbf{k}$-space.

We derive the Ewald summation algorithm to compute the electrostatic interaction in a cubic box. It is relatively straightforward to adapt the algorithm for an orthorhombic or a quadratic box. The gaussian charge distribution to compensate the initial point charges has a width of $\sqrt{\frac{2}{\alpha}}$ such that:

$$
\begin{equation*}
\rho(r)=q\left(\frac{\alpha}{\pi}\right)^{\frac{3}{2}} \exp \left(-\alpha r^{2}\right) \tag{3.32}
\end{equation*}
$$

We can write the gaussian distribution function in the Fourier space for a system of $N$ particles in the cubic box of volume $V$ :

$$
\begin{equation*}
\rho_{k}=\sum_{i=1}^{N} q_{i} \exp \left(-i \mathbf{k} \cdot \mathbf{r}_{i}\right) \tag{3.33}
\end{equation*}
$$

where $\mathbf{k}=\frac{\mathbf{n}}{L}$ with $\mathbf{n}=\left(n_{x}, n_{y}, n_{z}\right)$ denote the lattice vectors in the reciprocal lattice.
The insertion of $\rho_{k}$ in the Poisson equation leads to the electrostatic potential generated for the compensating charge (lattice (C) of Figure 3.7 corresponding to the long range part of the electrostatic potential) and is written as:

$$
\begin{equation*}
\phi^{L R}(r)=\sum_{\mathbf{k} \neq \mathbf{0}} \sum_{i=1}^{N} \frac{q_{i}}{4 \pi^{2} \epsilon_{o} k^{2} V} \exp \left(2 \pi i \mathbf{k} \cdot\left(\mathbf{r}-\mathbf{r}_{i}\right)\right) \exp \left[-\left(\frac{\pi k}{\alpha}\right)^{2}\right] \tag{3.34}
\end{equation*}
$$

The contribution to the vector $\mathbf{k}=\mathbf{0}$ is null since the cell must be neutral:

$$
\begin{equation*}
\sum_{i=1}^{N} q_{i}=0 \tag{3.35}
\end{equation*}
$$

The long range interaction energy is expressed as following:

$$
\begin{equation*}
\mathcal{U}^{L R}=\frac{1}{2 \pi V} \sum_{\mathbf{k} \neq \mathbf{0}} \frac{1}{4 \pi \epsilon_{o} k^{2}} \exp \left[-\left(\frac{\pi k}{\alpha}\right)^{2}\right] \cdot\left|\sum_{i=1}^{N} q_{i} \exp \left(2 \pi i \mathbf{k} \cdot \mathbf{r}_{i}\right)\right|^{2} \tag{3.36}
\end{equation*}
$$

with a supplemental term taking into account of the interaction of the gaussian distribution with itself:

$$
\begin{equation*}
\mathcal{U}^{\text {Self }}=-\frac{\alpha}{\sqrt{\pi}} \sum_{i=1}^{N} q_{i}^{2} \tag{3.37}
\end{equation*}
$$

The short range contribution is calculated up to a cut-off in the real space:

$$
\begin{equation*}
\mathcal{U}^{S R}=\frac{1}{2} \sum_{i \neq j}^{N} \frac{q_{i} q_{j}}{4 \pi \epsilon_{o}} \frac{\operatorname{erfc}\left(\alpha r_{i j}\right)}{r_{i j}} \Theta\left(r_{c u t}-r_{i j}\right) \tag{3.38}
\end{equation*}
$$

The total electrostatic interaction can thus be written as $\mathcal{U}^{E L}=\mathcal{U}^{S R}+\mathcal{U}^{L R}+\mathcal{U}^{\text {Self }}$. In order to use the Ewald method, 3 parameters need to be properly chosen

- The real cutoff parameter $r_{c u t}$,
- the cutoff lattice vector in the reciprocal space $n_{c}$,
- the splitting parameter $\alpha$.

We need to ensure that the short-range contribution is small at the cutoff $r_{c u t}$. In that case the short-range potential varies like:

$$
\begin{equation*}
\mathcal{U}^{S R} \propto \frac{\exp \left(-\alpha^{2} r_{c}^{2}\right)}{\left(\alpha r_{c}\right)^{2}} \tag{3.39}
\end{equation*}
$$

The long range potential also depends of a decaying exponentiel term:

$$
\begin{equation*}
\mathcal{U}^{L R} \propto \frac{\exp \left[-\left(\frac{\pi n_{c}}{\alpha L}\right)^{2}\right]}{\left(\left(\frac{\pi n_{c}}{\alpha L}\right)^{2}\right.} \tag{3.40}
\end{equation*}
$$

We impose that each contribution varies like $\frac{\exp \left(-x^{2}\right)}{x^{2}}$ [208]. Let us denote $s$ the value such that $\frac{\exp \left(-s^{2}\right)}{s^{2}}=\epsilon$. By identifying this with 3.39 and 3.40 we obtain the two following relations:

$$
\left\{\begin{array}{l}
\alpha=\frac{s}{r_{c u t}}  \tag{3.41}\\
n_{c}=\frac{s L \alpha}{\pi}
\end{array}\right.
$$

In our simulations, we have chosen $s=3$ which corresponds to $\epsilon \approx 10^{-5}$ and $r_{c u t}=\frac{\min \left(L_{x}, L_{y}, L_{z}\right)}{2}$. However, it appears that choosing such $r_{c u t}$ is not wise, because the real part of the electrostatic interaction scale as $N^{2}$ where $N$ is the number of charges of the system and most of the computational time is spent to calculate this part of the electrostatic interactions. It would have been more suitable to choose a smaller cutoff $r_{c u t}$ to achieve the optimal scaling of $\mathrm{N}^{\frac{3}{2}}$ [208].

However, we used a trick in order to save computational time in our software (Appendix A) for the calculation of the electrostatic energy by Ewald summation technique with our choice of cutoff. Instead of calculating the electrostatic energy from scratch at each MC step, we used the fact that only an ion, a nanoparticle or eventually a nanoparticle with its cloud of ions are displaced at each MC step while the other moities in the system remain fixed. Let us explain the principle for a system that contains only small ions that can move in the simulation box. The system in a state $(o)$ has an electrostatic energy of $E^{(o)}$. When an ion $i$ is displaced, we calculate the part of electrostatic energy associated with the new position of the ion $i$ (all other ions are fixed) denoted
by $e_{e l, i}^{(n)}$. Given that we store the trajectory of the previous positions in state (o) of all ions, we calculate the electrostatic energy of the old position of the ion $i$ and all other fixed ions in the simulation box, denoted by $e_{e l, i}^{(o)}$. Consequently, the electrostatic energy that corresponds to the new state $(n)$ of the system after the move of ion $i$ writes $E^{(n)}=E^{(o)}-e_{e l, i}^{(o)}+e_{e l, i}^{(n)}$. We can thus apply the MC scheme since we know $E^{(o)}$ and $E^{(n)}$ at each MC step. This trick allows to reduce the expensive calculation of the electrostatic energy at each MC step, especially for the real part for which the calculation scale from $N^{2}$ to $\sim N$ at each step. Hence, For this choice of parameters of $s$ and $r_{c u t}$, the damping parameter $\alpha$ and the number of wave number $n_{c}$ become for a cubic box of side $L$ :

$$
\left\{\begin{array}{l}
\alpha=\frac{6}{L}  \tag{3.42}\\
n_{c}=\frac{18}{\pi} \approx 6
\end{array}\right.
$$

Remark: In addition to the implementation of the Ewald summation technique in a MC simulation code, it is necessary to derive the electrostatic forces from the Ewald energy to perform further analysis.

The electrostatic force acting on particle $i$ from all other particles $j$ in the system (and all their images in the image cells taking into account PBCs) is expressed as:

$$
\begin{equation*}
\mathbf{F}_{i}^{E L}=-\vec{\nabla}_{\mathbf{r}_{i}} \mathcal{U}^{E L}=\mathbf{F}^{S R}+\mathbf{F}^{L R}=-\vec{\nabla}_{\mathbf{r}_{i}} \mathcal{U}^{S R}-\vec{\nabla}_{\mathbf{r}_{i}} \mathcal{U}^{L R} \tag{3.43}
\end{equation*}
$$

We notice that $\mathcal{U}^{\text {Self }}$ does not depend on coordinates and will vanish. The differentiation of the short-range electrostatic energy leads to the short-range electrostatic force:

$$
\begin{equation*}
\mathbf{F}^{S R}=-\vec{\nabla}_{\mathbf{r}_{i}} \mathcal{U}^{S R} \tag{3.44}
\end{equation*}
$$

$$
\begin{gather*}
\mathbf{F}^{S R}=-\vec{\nabla}_{\mathbf{r}_{i}}\left[\frac{1}{2} \sum_{i \neq j}^{N} \frac{q_{i} q_{j}}{4 \pi \epsilon_{o}} \frac{\operatorname{erfc}\left(\alpha r_{i j}\right)}{r_{i j}}\right]  \tag{3.45}\\
\mathbf{F}^{S R}=-\left[\frac{1}{2} \sum_{i \neq j}^{N} \frac{q_{i} q_{j}}{4 \pi \epsilon_{o}}\left[\vec{\nabla}_{\mathbf{r}_{i}}\left(\frac{1}{r_{i j}}\right) \operatorname{erfc}\left(\alpha r_{i j}\right)+\frac{1}{r_{i j}} \vec{\nabla}_{\mathbf{r}_{i}}\left(\operatorname{erfc}\left(\alpha r_{i j}\right)\right)\right]\right]  \tag{3.46}\\
\left.\mathbf{F}^{S R}=-\left[\frac{1}{2} \sum_{i \neq j}^{N} \frac{q_{i} q_{j}}{4 \pi \epsilon_{o}}\left[-\left(\frac{\mathbf{r}_{i j}}{r_{i j}^{3}}\right) \operatorname{erfc}\left(\alpha r_{i j}\right)+\frac{1}{r_{i j}}\left(-\frac{2 \alpha}{\sqrt{\pi}} \exp \left(-\left(\alpha r_{i j}^{2}\right)\right) \frac{\mathbf{r}_{i j}}{r_{i j}}\right)\right)\right]\right]  \tag{3.47}\\
\mathbf{F}^{S R}=q_{i} \sum_{i>j}^{N} q_{j}\left[\frac{2 \alpha}{\sqrt{\pi}} \exp \left(-\left(\alpha r_{i j}\right)^{2}\right)+\frac{\operatorname{erfc}\left(\alpha r_{i j}\right)}{r_{i j}}\right] \frac{\mathbf{r}_{i j}}{r_{i j}^{2}} \tag{3.48}
\end{gather*}
$$

In the same manner, let us derive the long-range part of the electrostatic interaction.
In order to be clearer, let us call:

$$
\begin{equation*}
\sum_{i=1}^{N} q_{i} \exp \left(2 \pi i \mathbf{k} \cdot \mathbf{r}_{i}\right)=\rho(\mathbf{k}) \tag{3.49}
\end{equation*}
$$

If we apply the gradient operator to $\rho(\mathbf{k})$, we obtain the useful relation:

$$
\begin{equation*}
\vec{\nabla}_{\mathbf{r}_{i}} \rho(\mathbf{k})=\delta_{i j} q_{j} 2 \pi i \mathbf{k} \exp \left(2 \pi i \mathbf{k} \cdot \mathbf{r}_{j}\right) \tag{3.50}
\end{equation*}
$$

Finally the long-range electrostatic interaction is calculating as following:

$$
\begin{equation*}
\mathbf{F}^{L R}=-\vec{\nabla}_{\mathbf{r}_{i}} \mathcal{U}^{L R} \tag{3.51}
\end{equation*}
$$

$$
\begin{gather*}
\mathbf{F}^{L R}=-\vec{\nabla}_{\mathbf{r}_{i}}\left[\frac{1}{2 \pi V} \sum_{\mathbf{k} \neq \mathbf{0}} \frac{1}{4 \pi \epsilon_{o} k^{2}} \exp \left[-\left(\frac{\pi k}{\alpha}\right)^{2}\right] \cdot|\rho(\mathbf{k})|^{2}\right]  \tag{3.52}\\
\mathbf{F}^{L R}=-\left[\frac{1}{2 \pi V} \sum_{\mathbf{k} \neq \mathbf{0}} \frac{1}{4 \pi \epsilon_{o} k^{2}} \exp \left[-\left(\frac{\pi k}{\alpha}\right)^{2}\right]\right] \cdot \vec{\nabla}_{\mathbf{r}_{i}}|\rho(\mathbf{k})|^{2}  \tag{3.53}\\
\mathbf{F}^{L R}=-\left[\frac{1}{2 \pi V} \sum_{\mathbf{k} \neq \mathbf{0}} \frac{1}{4 \pi \epsilon_{o} k^{2}} \exp \left[-\left(\frac{\pi k}{\alpha}\right)^{2}\right]\right] \cdot\left[2 \pi i q_{i} \mathbf{k}\left[\sum_{j=1}^{N} 2 \pi i q_{j} \sin \left(\mathbf{k} \cdot \mathbf{r}_{i j}\right)\right]\right]  \tag{3.54}\\
\mathbf{F}^{L R}=\frac{q_{i}}{4 \pi \epsilon_{o}} \sum_{j=1}^{N}\left[\frac{2 q_{j}}{V} \sum_{\mathbf{k} \neq \mathbf{0}}\left[\frac{\exp \left(-\left(\frac{\pi k}{\alpha}\right)^{2}\right)}{k^{2}} \sin \left(2 \pi \mathbf{k} \cdot \mathbf{r}_{i j}\right) \mathbf{k}\right]\right] \tag{3.55}
\end{gather*}
$$

The Ewald summation method is only suitable to compute the electrostatic interactions for relatively small systems of at most several hundreds charges, which will be our situation for the systems we will later consider. There exists some algorithms to improve the method like the multiple timestep method [309] that consists of evaluating less frequently the long range part of the electrostatic interaction.

Other techniques to compute the electrostatic interactions exists, like the particle mesh Ewald (PME) method [223, 224] that interpolates the charges on a grid and use the fast Fourier transform to calculate the long range part of the electrostatic interaction in order to achieve a scaling of the order of $\mathcal{O}(N \log N)$.

### 3.2.5 The Widom insertion method

Condition of coexistence between different phases requires the use of the chemical potential $\mu$. The Widom insertion technique [225] is a simple method to measure the chemical potential $\mu$ of a species in a system.

Let us consider the classical partition function of a system of $N$ particles in a box of volume $V=L^{3}$ written as

$$
\begin{equation*}
Q(N, V, T)=\frac{1}{\lambda^{3 N} N!} \int d \mathbf{r}^{N} \exp \left[-\beta \mathcal{U}\left(\mathbf{r}^{N}\right)\right]=\frac{V^{N}}{\lambda^{3 N} N!} \int_{0}^{1} \ldots \int_{0}^{1} d \mathbf{s}^{N} \exp \left[-\beta \mathcal{U}\left(\mathbf{s}^{N}\right)\right] \tag{3.56}
\end{equation*}
$$

where the scaled coordinates $\mathbf{s}^{N}=\left(\frac{\mathbf{r}}{L}\right)^{N}$ have been introduced. We can derive the Helmholtz free energy [208] of the system:

$$
\begin{align*}
F(N, V, T)= & -k_{B} T \ln Q  \tag{3.57}\\
& =  \tag{3.58}\\
& -k_{B} T \ln \frac{V^{N}}{\lambda^{3 N} N!}-k_{B} T \ln \left(\int d \mathbf{s}^{N}\right) \exp \left[-\beta \mathcal{U}\left(\mathbf{s}^{N}\right)\right]  \tag{3.59}\\
& =
\end{align*}
$$

The Helmholtz energy has a contribution from the ideal gaz $F_{i d}(N, V, T)$ and an excess part $F_{e x}(N, V, T)$. For a system containing a large number of particles $N$, the chemical potential describes the variation of free energy with a change in the number of particles. If a particle is added the chemical potential is expressed as

$$
\begin{equation*}
\mu=-k_{B} T \ln \frac{Q(N+1, V, T)}{Q(N, V, T)} \tag{3.60}
\end{equation*}
$$

By inserting the explicit form of $Q(N, V, T)$ in the chemical potential, we find a contribution from the perfect gas and an excess part:

$$
\begin{array}{cc}
\mu=-k_{B} T \ln \frac{V}{\lambda^{3}(N+1)}- & k_{B} T \ln \frac{\int d \mathbf{s}^{N+1} \exp \left[-\beta \mathcal{U}\left(\mathbf{s}^{N+1}\right)\right]}{\int d \mathbf{s}^{N} \exp \left[-\beta \mathcal{U}\left(\mathbf{s}^{N}\right)\right]} \\
\mu= & \mu_{i d}+\mu_{e x} \tag{3.62}
\end{array}
$$

The contribution from the perfect gas to the chemical potential $\mu_{i d}$ is calculated analytically. We present hereafter the computation of the excess part of the chemical potential $\mu_{e x}$. We can
rewrite the excess potential $\mu_{e x}$ in the following way:

$$
\begin{gather*}
\mu_{e x}=-k_{B} T \ln \frac{\int d \mathbf{s}^{N+1} \exp \left[-\beta \mathcal{U}\left(\mathbf{s}^{N+1}\right)\right]}{\int d \mathbf{s}^{N} \exp \left[-\beta \mathcal{U}\left(\mathbf{s}^{N}\right)\right]}  \tag{3.63}\\
\mu_{e x}=-k_{B} T \ln \frac{\int d \mathbf{s}^{N+1} \exp \left[-\beta \mathcal{U}\left(\mathbf{s}^{N}\right)\right] \exp [-\beta \Delta \mathcal{U}]}{\int d \mathbf{s}^{N} \exp \left[-\beta \mathcal{U}\left(\mathbf{s}^{N}\right)\right]}  \tag{3.64}\\
\mu_{e x}=-k_{B} T \ln \int d \mathbf{s}^{N+1} \mathcal{N}(N, V, T) \exp [-\beta \Delta \mathcal{U}]  \tag{3.65}\\
\mu_{e x}=-k_{B} T \ln \int d \mathbf{s}^{N+1}\langle\exp [-\beta \Delta \mathcal{U}]\rangle_{N} \tag{3.66}
\end{gather*}
$$

where the term $\langle\exp [-\beta \Delta \mathcal{U}]\rangle_{N}$ is the canonical average over configurations for the system with N particles and $\Delta \mathcal{U}$ is the difference between the potential energy of the system with $\mathrm{N}+1$ particles and the system with N particles.

The excess potential is thus easy to compute through a standard Metropolis Monte Carlo scheme. Practically, we carry out a NVT Monte Carlo simulation on a system of $N$ particles and at regular step we insert randomly a supplementary particle. The total energy of the system with the new particle is calculated and the inserted particle is removed. Hence, the difference of energy before and after the particle insertion is $\Delta \mathcal{U}$. By averaging $\exp [-\beta \Delta \mathcal{U}]$ over generated trial positions, we obtain the excess potential $\mu_{e x}$. We test the Widom insertion technique scheme in Appendix B. 3

Remark: The Widom insertion technique will be used to determine the chemical potential to be use for the grand canonical Monte Carlo simulation.

### 3.2.6 The Monte Carlo simulation package

In this section, we give a brief presentation of the Monte Carlo simulation package we have developed. Although the main core is the Monte Carlo program, we implemented additional programs to build the initial configuration of the systems, to associate the radius and charges for beads and to visualize and analyze the output trajectory. The description of the workflow between the different programs is presented in Figure 3.8


Figure 3.8 - Description of the software we developed and implemented to perform a complete Monte Carlo simulation, from the setup of an initial state to the analysis of an output trajectory.

We first construct the system using the "Initialization_system.cpp" program which creates a file "System_construct.txt" with the name of each moities (ions, atoms and molecules), their coordinates and the connectivity between each atom.

The "Building_topology.cpp" program reads inputs from the "System_construct.txt" file and
reads force field parameters (bead radius and charges) from "Radius_particles.txt" and "Electrostatic_charges.txt". The created output files contain the list of the atoms and their initial coordinates in "System_geometry.txt" and a list of each atom with their corresponding charge and radius in "System_topology.txt".

The core of the simulation package performing a Monte Carlo simulation is implemented in "Main_MC.cpp", the master program used to initialize the classes and parameters for the three other .cpp files.

The "Move__MC.cpp" is the program where the different Monte Carlo moves and the associated acceptance probabilities are implemented. The "Potential_energy_calculation.cpp" file computes the change of energy after a proposed MC move. Finally, "the Cell_lists.cpp" program manages the cell lists through the whole simulation.

Once we get the trajectory of the system during the MC simulation ("Traj_output.txt"), we can either visualize it with "Visualization_trajectory.cpp" or analyse it with "Analysis_trajectory. cpp". Most of the time, the trajectory files will have a size of the order of Gigaoctets, we thus we implemented the "Read_trajectory.cpp" program to read through such huge files. The full simulation package written in $C++$ is provided in Appendix A

### 3.3 Molecular dynamics simulations

Molecular dynamics simulation (MD) is a computational technique to study the dynamical and equilibrium properties of many-particle systems evolving according to classical or quantum mechanical laws. MD techniques became widely used to probe kinetics, structural or thermodynamical properties of physical or chemical systems. MD simulation inspired development of new sub-branches of techniques, such as coarse-grained (CG), ab initio or hybrid quantum mechanical approach. All investigations conducted in the thesis with MD simulations neglect the electronic degrees of freedom. Therefore, we will only review the classical MD simulation method describing the motion of nucleus. Unlike Monte Carlo simulation, MD simulation enables to monitor also the dynamical evolution of a system, which is important for different physical reactions.

### 3.3.1 General idea

In the same manner as molecular MC simulations, typical molecular dynamics simulations consist of large number of particles, whose average properties cannot be determined analytically. Hence, the basic flow to perform a MD simulation can be described as following.

- Prepare the system with the desired molecules and well-defined interaction potentials.
- At each iteration, move all the particles by solving Newton's equation of motion for sufficiently short timestep. The procedure is repeated until the system equilibriates.
- Compute the equilibirum properties of the system by using laws of statisctical physics to establish relationship between the state of the system and its macroscopic properties.

We detailed a procedure to perfom a MD simulation in Figure 3.9


Figure 3.9 - Procedure of an MD simulation.

### 3.3.2 Integration of equations of motion

A MD simulation requires to update particle coordinates, velocities and forces at each timestep by integrating Newton's equation of motion. A suitable integration algorithm should conserve energy and momentum, be computationally efficient and permit the use of a relatively long timestep for integration. The Verlet algorithm [226] satisfy these criteria and is implemented in many MD simulation packages. The Verlet algorithm is derived from the Taylor expansion of the equation of motion of a particle:

$$
\begin{align*}
& \mathbf{r}(t+\Delta t)=\mathbf{r}(t)+\mathbf{v}(t) \Delta t+\frac{\mathbf{f}(t)}{2 m} \Delta t^{2}+\frac{\Delta t^{3}}{3!} \dddot{\mathbf{r}}+O\left(\Delta t^{4}\right)  \tag{3.67}\\
& \mathbf{r}(t-\Delta t)=\mathbf{r}(t)-\mathbf{v}(t) \Delta t+\frac{\mathbf{f}(t)}{2 m} \Delta t^{2}-\frac{\Delta t^{3}}{3!} \dddot{\mathbf{r}}+O\left(\Delta t^{4}\right) \tag{3.68}
\end{align*}
$$

where $r, v, f$ and $\Delta t$ refer to position, velocity, force and timestep, respectively. A combination of these two equations leads to the Verlet algorithm for the position and velocity:

$$
\begin{cases}\mathbf{r}(t+\Delta t) & =2 \mathbf{r}(t)-\mathbf{r}(t-\Delta t)+\frac{\mathbf{f}(t)}{m} \Delta t^{2}+O\left(\Delta t^{4}\right)  \tag{3.69}\\ \mathbf{v}(t) & =\frac{\mathbf{r}(t+\Delta t)-\mathbf{r}(t-\Delta t)}{2 t}\end{cases}
$$

Subsequent integration scheme equivalent to the Verlet algorithm has been proposed. One of the most common is the leapfrog algorithm [221] which equations are given by:

$$
\begin{cases}\mathbf{r}(t+\Delta t) & =\mathbf{r}(t)+\mathbf{v}\left(t+\frac{\Delta t}{2}\right) \Delta t  \tag{3.71}\\ \mathbf{v}\left(t+\frac{\Delta t}{2}\right) & =\mathbf{v}\left(t-\frac{\Delta t}{2}\right)+\frac{\mathbf{f}(t)}{m} \Delta t\end{cases}
$$

Although the leapfrog produces the same trajectory as the Verlet algorithm, coordinates and velocities are not defined at the same timestep. Hence, kinetic and potential energies are calculated at different timesteps which make calculation of energy awkward and unsatisfactory. Another algorithm similar to the Verlet scheme and which does not have this drawback is the velocity-Verlet algorithm [227] which writes as following. It only uses a simple Taylor expansion of coordinates and velocities:

$$
\begin{cases}\mathbf{r}(t+\Delta t) & =\mathbf{r}(t)+\mathbf{v}(t) \Delta t+\frac{\mathbf{f}(t)}{2 m} \Delta t^{2}  \tag{3.73}\\ \mathbf{v}(t+\Delta t) & =\mathbf{v}(t)+\frac{\mathbf{f}(t+\Delta t)+\mathbf{f}(t)}{2 m} \Delta t\end{cases}
$$

The velocity-Verlet algorithm has the advantage to provide coordinates and velocities of particles at the same timestep. This algorithm only relies on quantities calculated at a previous step making it suitable for molecular simulations.

However, it is important to mention that for sufficient long time, the generated trajectory from an MD simulation may diverge from the true trajectory. Any integration algorithm cannot guarantee an accurate trajectory. In reality, a MD trajectory depends on the initial conditions and infinitesimally closed initial conditions ultimately lead to divergent trajectories denoting Lyapunov instability [208].

### 3.3.3 Force Fields

Forces fields are a set of parameters and mathematical functions that describe interactions between particless which aim to reproduce experimental macroscopic properties through a classical representation. Two types of interactions are described by a force field. The bonded interactions gather interactions existing within a molecule including the chemical bonds, bond angles and bond dihedrals. The derivation of the bonded interactions rely on a combination of experimental results (geometries of particles from X-ray diffraction) and density functional theory (DFT) calculations. The non-bonded interactions include the Coulomb potential and various functional forms describing the van der Waals interaction like the Lennard-Jones (LJ) or the Weeks-Chandler-Anderson (WCA) potentials. The parameters are still very often derived in order to reproduce some experimental data such as the density.

## Remark: In section 3.2.4, we already presented a simplified force field used for completely rigid molecules with our Monte Carlo simulations. We hereafter present a more versatile force field within the better-suited framework of MD simulation.

When a MD simulation is performed, it is important to choose the appropriate force field adapted to the class of molecules constituting the system from which macroscopic properties need to be evaluated. For example, the AMBER ff99SB force field has been developed for biological molecules and the MARTINI coarse-grained force field has been develop for large-scale simulations. In the following investigation performed by using MD simulations, we will use the OPLS-AA (Optimized Potentials for Liquid Simulations - All Atoms) force field adapted to simulate liquid systems.

### 3.3.3.1 Bonded interactions

The bonded interactions aimed to represent the molecular interactions between atoms within the same molecule. More precisely, the bond interaction simulates the vibration of a covalent bond, the angular interaction describes the angular stretching existing between two bonds and the proper and improper dihedrals interactions control the rotation and planarity of certain groups of atoms.

Although different mathematical representations of these interactions exist, we summarize briefly the most common implemented in molecular simulations packages.

The bond interaction and the angular interaction are usually modeled by quadratic functions that prevent bond breaking:

$$
\begin{equation*}
U_{i j}^{\text {bond }}=\frac{k_{b o n d}}{2}\left(\mathbf{r}_{i j}-\mathbf{r}_{e q}\right)^{2} \tag{3.75}
\end{equation*}
$$

$$
\begin{equation*}
U_{i j k}^{\text {angular }}=\frac{k_{\theta}}{2}\left(\theta_{i j k}-\theta_{e q}\right)^{2} \tag{3.76}
\end{equation*}
$$

where $k_{\text {bond }}$ and $k_{\theta}$ are harmonic spring constants of the bonded and angular interaction. The variable $r_{e q}$ represent the equilibrium bond length and $\theta_{e q}$ the equilibrium angle between two bonds.

The proper dihedral angle used to describe the molecular conformations is defined between 4 subsequent atoms (rotations around a bond) and has a more complicated expression:

$$
\begin{equation*}
U_{i j k l}^{\text {dihedral }}=\sum_{n=0}^{5} C_{n}\left(\cos \left(\psi_{i j k l}\right)\right)^{n} \tag{3.77}
\end{equation*}
$$

where $\psi_{i j k l}=\phi_{i j k l}-\pi$. Finally, improper dihedral is introduced to maintain planarity of molecules containing for example rings of atoms and to maintain geometry of tetrahedral group $\mathrm{CH}_{3}$. Its mathematical expression writes with an equilibrium angle $\phi_{s}$ :

$$
\begin{equation*}
U_{i j k l}^{\text {improper }}=k_{\phi}\left(1+\cos \left(2 \phi_{i j k l}-\phi_{s}\right)\right) \tag{3.78}
\end{equation*}
$$

The different bonded interactions are summarized in Figure 3.10
A)
B)




Figure 3.10 - Schematic of the bonded interactions. (A) Bond interaction. (B) Angular interaction. (C) Proper dihedral interaction. (D) Improper dihedral interaction.

### 3.3.3.2 Non-bonded interactions

The non-bonded interactions are divided into Coulomb and van der Waals interactions. We already discussed the treatment of the Coulomb interaction in section 3.2.4.3 The van der Waals interactions for OPLS-AA force field are represented by using the Lennard-Jones potential:

$$
\begin{equation*}
U_{i j}^{L J}=4 \epsilon_{i j}\left[\left(\frac{\sigma_{i j}}{r_{i j}}\right)^{12}-\left(\frac{\sigma_{i j}}{r_{i j}}\right)^{6}\right] \tag{3.79}
\end{equation*}
$$

where the Lorentz-Berthelot mixing rules $\epsilon_{i j}=\sqrt{\epsilon_{i} \epsilon_{j}}$ and $\sigma_{i j}=\left(\sigma_{i}+\sigma_{j}\right) / 2$ has been used.

### 3.3.4 Regulation of Pressure and Temperature

The default thermodynamical ensemble to perform a MD simulation is the microcanonical ensemble (NVE) given that forces derive from potentials which means that the total energy of the system is conserved if the number of particles and the volume of the system does not change.

Real experiments are performed under controlled temperature and/or pressure and we must add supplementary numerical ingredients to transform the NVE ensemble into NVT or NPT ensemble.

Along this line, thermostat and barostat algorithms are introduced.

### 3.3.4.1 Thermostat

The temperature is dependent of the velocities from a classical point of view through the equipartition theorem [228]. In other term, we must constraint the velocities at constant temperature. Different algorithms have been proposed in this way and we mention here only the thermostats we used in our simulations: the Berendsen thermostat and the Nosé-Hoover thermostat.

The Berendsen thermostat [229] involves a coupling with an external bath of temperature $T_{0}$. Let us recall the derivation of the temperature correction at each timestep.

The equation of motion that describes the coupling of a particle of mass $\mathrm{m}_{i}$ with a bath of temperature $T_{0}$ would read in one dimension:

$$
\begin{equation*}
m_{i} \dot{v}_{i}=F_{i}-m_{i} \gamma_{i} v_{i}+R_{i}(t) \tag{3.80}
\end{equation*}
$$

where $F_{i}$ is the conservative force exerted by the other particles, $-m_{i} \gamma_{i} v_{i}$ is the damping force with $\gamma_{i}$ refering to the strength of coupling with the bath. The third term is the random uncorrelated force which verify the following correlation function:

$$
\begin{equation*}
\left\langle R_{i}(t) R_{j}(t+\tau)\right\rangle=2 m_{i} \gamma_{i} k T_{0} \delta(\tau) \tag{3.81}
\end{equation*}
$$

The differential equation 3.80 describes the motion of a particle interacting with other particles which constituting a perfect gas of temperature $T_{0}$.

The next step is to determine how the temperature of the system evolves with the coupling to the heat bath. The rate of change of kinetic energy is given by the following expression:

$$
\begin{equation*}
\frac{d E_{k}}{d t}=\lim _{\Delta t \rightarrow 0}\left(\sum_{i=1}^{3 N} \frac{\frac{1}{2} m_{i} v_{i}^{2}(t+\Delta t)-\frac{1}{2} m_{i} v_{i}^{2}(t)}{\Delta t}\right) \tag{3.82}
\end{equation*}
$$

with $N$ the number of particles in the system. We express $v_{i}(t+\Delta t)$ by using the differential equation 3.80 such that

$$
\begin{equation*}
v_{i}(t+\Delta t)=v_{i}(t+)+\frac{1}{m_{i}} \int_{t}^{t+\Delta t}\left[F_{i}\left(t^{\prime}\right)-m_{i} \gamma_{i} v_{i}\left(t^{\prime}\right)+R_{i}\left(t^{\prime}\right)\right] d t^{\prime} \tag{3.83}
\end{equation*}
$$

By integrating equation 3.81 we obtain:

$$
\begin{equation*}
\sum_{i=1}^{3 N} \int_{t}^{t+\Delta t} d t^{\prime} \int_{t}^{t+\Delta t} d t^{\prime \prime}\left[R_{i}\left(t^{\prime}\right) R_{i}\left(t^{\prime \prime}\right)\right]=6 N m \gamma k T_{0} \Delta t \tag{3.84}
\end{equation*}
$$

If we combine equation 3.83 and equation 3.84 in equation 3.82 , we arrive at the following expression:

$$
\begin{equation*}
\frac{d E_{k}}{d t}=\sum_{i=1}^{3 N} v_{i} F_{i}+2 \gamma\left(\frac{3 N k}{2} T_{0}-E_{k}\right) \tag{3.85}
\end{equation*}
$$

The first term on the right hand side (RHS) of equation 3.85 is the derivative of the potential energy of the system. The other term in the RHS arises from the bath with which the system is coupled and can be rewritten in term of temperature:

$$
\begin{equation*}
\frac{d T}{d t}=2 \gamma\left(T_{0}-T\right) \tag{3.86}
\end{equation*}
$$

where we identified the coupling parameter to be $\tau_{T}=\frac{1}{2 \gamma}$. We can replace the stochastic term in equation 3.80 which leads to:

$$
\begin{equation*}
m_{i} \dot{v}_{i}=F_{i}+m_{i} \gamma\left(\frac{T_{0}}{T}-1\right) v_{i} \tag{3.87}
\end{equation*}
$$

At every MD timestep, the above equation rescales the velocities from $v$ to $\lambda v$, with $\lambda$ given by:

$$
\begin{equation*}
\lambda=1+\frac{\Delta t}{2 \tau_{T}}\left(\frac{T_{0}}{T}-1\right) \tag{3.88}
\end{equation*}
$$

If $\tau_{T} \rightarrow \infty, \lambda \approx 1$ and the Berendsen thermostat term vanishes and the run is sampling the microcanonical ensemble. The Berendsen algorithm is only suitable to equilibrate a system because it relaxes quickly to the desired temperature with small fluctuations. However, it is not
able to generate states in the canonical ensemble and it should therefore be avoided for the data production stage, when the system is equilibrated and after this stage when equilibrium quantities are calculated.

Once the system has reached equilibrium, it is more suitable to use the Nosé-Hoover thermostat in order to probe the canonical ensemble. The idea of this algorithm proposed at first by Nosé [230] and improved by Hoover [231] is to add extra contributions in the hamiltonian with coordinates, velocities and mass as well as a generalized variable to describe the coupling with the heat bath. The derivation of the Nosé-Hoover thermostat is complicated and more details can be found in [208].

### 3.3.4.2 Barostat

In a molecular simulation, the pressure is calculating by using the virial theorem:

$$
\begin{equation*}
P=\frac{2}{3 V}\left(E_{k}+\frac{1}{2} \sum_{i<j} \mathbf{r}_{i j} \mathbf{F}_{i j}\right) \tag{3.89}
\end{equation*}
$$

A molecular dynamics performed under NPT ensemble can be achieved by regulating the volume. In the simple case, the Berendsen algorithm can be extended to the control of the pressure by scaling the coordinates of particles and box vectors every MD timestep. An extra term is added to take into account the rescaling of the coordinates so that the equation of motion becomes for one direction:

$$
\begin{equation*}
\dot{x}=v+\alpha x \tag{3.90}
\end{equation*}
$$

The rate of change of the volume is thus given by:

$$
\begin{equation*}
\dot{V}=3 \alpha V \tag{3.91}
\end{equation*}
$$

In the same manner as for the Berendsen thermostat, the scaling variation of the pressure for
the Berendsen barostat is:

$$
\begin{equation*}
\frac{d P}{d t}=\frac{P_{0}-P}{\tau_{P}} \tag{3.92}
\end{equation*}
$$

The change of the volume can be expressed with the isothermal compressibility combined with equation 3.91

$$
\begin{equation*}
\frac{d P}{d t}=-\frac{1}{\beta_{T} V} \frac{d V}{d t}=-\frac{3 \alpha}{\beta_{T}} \tag{3.93}
\end{equation*}
$$

where $\beta_{T}$ is the isothermal compressibility. We identify the expression of $\alpha$ from equation 3.92 and 3.93 so that the rescaling velocity becomes:

$$
\begin{equation*}
\dot{x}=v-\frac{\beta_{T}\left(P_{0}-P\right)}{3 \tau_{P}} x \tag{3.94}
\end{equation*}
$$

The above equation represents a scaling of the coordinate $x$ to $\mu \mathrm{x}$ as well as a scaling of the box size $L$ to $\mu L$ with $\mu$ having the following expression:

$$
\begin{equation*}
\mu=1-\frac{\beta_{T} \Delta t}{3 \tau_{P}}\left(P_{0}-P\right) \tag{3.95}
\end{equation*}
$$

Altough the Berendsen barostat is adapted to equilibriate pressure in a system, it does not yield the exact NPT ensemble. We decided instead to use the Parrinello-Rahman extended ensemble algorithm [232] where some additional degrees of freedom are added in the Lagrangian of the system, like what is done for the Nosé-Hoover thermostat. In addition, the Parrinello-Rahman algorithm can handle anisotropic box deformation and pressure coupling in non-orthorombic box, and is thus widely used for MD simulations.

### 3.3.5 Free energy calculation

Free energies drive important molecular processes like aggregation reaction and are most of the time challenging to compute in a simulation. The free energy links the internal energy of the system $U$, (the sum of the kinetic and potential energy of all the particles in the system) the entropy $S$ and the temperature $T$ through the free energy state function:

$$
\begin{equation*}
F=U-T S \tag{3.96}
\end{equation*}
$$

Hence, we would like to restrain the free energy calculation along some reaction coordinate that characterizes the change of the system.


Figure 3.11 - The PMF along the $z$ direction would give the variation of free energy of the system associated with the binding of the guest molecule (in blue) to the host (in red). A) At initial stage, the host binds to the guest molecule. B) Unbinding stage.

The reaction coordinate can be:

- an inter or intramolecular distance,
- a bond or a torsion angle,
- the volume or the temperature of the system...

The calculation of free energy along a reaction coordinate $\xi$ is usually referred as the potential of mean force (PMF) noted $F(\xi)$. As illustred in Figure 3.11, let us consider a guest molecule and a host molecule that can bind to each other. The guest and host molecules can be either biomolecules or charged ions, methane molecules and so on.

We present an example of free energy profile $F(z)$ along the reaction coordinate $z$ in Figure 3.12 that resembles of a PMF describing the binding of two methane molecules in water [233].

The profile of the PMF (Figure 3.12 ) can give us some important information:


Figure 3.12 - Free energy profile $F(z)$ along the reaction coordinate $z$ for a guest-host (example: methane-methane) system. The "bump" characterizes the energy barrier that has been observed for PMF extracted from simulations that study the binding of two methane molecules or the binding of oppositively charged ions in water [234]. Such energy barrier has an entropic origin and represents the energy cost to reorganize the solvent around the host-guest system to promote the binding [233].

- The preferred equilibrium distance at which the host will bind to the guest molecule, i.e the $z$ value corresponding to the minimum of the free energy (binding energy).
- The free energy change upon binding, more precisely the difference in free energy between the minimum binding free energy and the free energy at large value of $z$ (unbinding state).

An important point to keep in mind is that the free energy profile represents more than a measure of the potential energy between the host and guest particle. It can include an entropy contribution induced by the solvent which is also contained in the PMF. More precisely, the PMF can include entropic contributions coming from the translational, rotational degrees of freedom of the host and guest molecules as well as from the reorganization of solvent around the molecules at the binding stage.

One of the most widely used technique to compute the PMF is the umbrella Sampling technique developed by Torrie and Valleau [235, 236]. The goal of the umbrella sampling algorithm is to provide a good estimation of the PMF along a chosen reaction coordinate. In other term, the quantity to be calculated is $F(z)$ :

$$
\begin{equation*}
F(z)=-k_{B} T \ln \mathcal{O}(z) \tag{3.97}
\end{equation*}
$$

where $\mathcal{O}(z)$ is the state distribution of the system along the coordinate $z$.
Without a proper sampling along the $z$ coordinate, some region would be poorly sampled. It is the case at large value of $z$ or region separated by a large barrier of potential energy, resulting in a poor estimation of $F(z)$.

To reach better sampling, we construct a biased distribution that allow us to sample all regions along the coordinate $z$. The umbrella sampling procedure is detailed in few points.

- Perform $K$ simulations of index $k$ of the same system where the only difference is the position $z$ of the guest molecule along the reaction coordinate.
- In each simulation, we constrain the system to sample a given portion of the coordinate $z$, around a centered $z_{k}$. The constraint can be added to the interaction energy through a supplementary term $\eta_{k}(z)$ to energetically penalize the system from visiting far positions $z$ from $z_{k}$. The biased interaction potential is expressed as:

$$
\begin{equation*}
\mathcal{U}_{k}^{b}\left(\mathbf{r}^{N}\right)=\mathcal{U}_{k}\left(\mathbf{r}^{N}\right)+\eta_{k}(z) \tag{3.98}
\end{equation*}
$$

- For each simulation a different target value $z_{k}$ is chosen to span the range of interest along the coordinate $z$.
- We store in a histogram the biased distribution $\mathcal{O}^{b}(z)$ for each simulation. Since it is a continuous variable, one has to discretize the coordinate $z$ into bins.
- We finally unweight the biased distributions and stitch them together to retrieve the unbiased free energy function $F(z)$. Hence, it is important that the biased distributions overlap to retrieve a continuous free energy profile.

We need to explicit the form of the biased potential $\eta_{k}(z)$. The most common choice is the harmonic potential centered at $z_{k}$ :

$$
\begin{equation*}
\eta_{k}(z)=\frac{C}{2}\left(z-z_{k}\right)^{2} \tag{3.99}
\end{equation*}
$$

The value of the force constant $C$ has to be properly chosen. A too small value results in insufficent biasing of the potential. Conversely, a too high value of $C$ will provide a too narrow distribution with poor overlap between the biased distributions, making impossible (or at least very time consuming) the determination of the free energy profile.

One can determine the unbiased distribution from the biased one:

$$
\begin{equation*}
\mathcal{O}\left(\mathbf{r}^{N}\right) \propto \mathcal{O}^{b}\left(\mathbf{r}^{N}\right) \exp \left(-\beta \eta_{k}(z)\right) \tag{3.100}
\end{equation*}
$$

If the distribution is integrated over all coordinates expect $z$, one gets:

$$
\begin{equation*}
\mathcal{O}(z) \propto \mathcal{O}^{b}(z) \exp \left(-\beta \eta_{k}(z)\right) \tag{3.101}
\end{equation*}
$$

If we take the algorithm of equation 3.101, we can in principle determined the free energy function for each simulation $k$ :

$$
\begin{equation*}
F(z)=-k_{B} T \ln \mathcal{O}^{b}(z)+k_{B} T \eta_{k}(z)+\text { const } \tag{3.102}
\end{equation*}
$$

The const variable must be adjusted for each simulation $k$ so that the profile of $F(z)$ can be properly reconstructed. An illustration of this principle is highlighted in Figure 3.13

Instead of shifting the constant to obtain good overlap, a more robust approach to derive the proper free energy function from the biased distribution is the weighted histogram analysis method (WHAM) [235, 237. The WHAM histogram analysis method is a set of dependent equations to be solved iteratively:


Figure 3.13 - A) From the distribution $\mathcal{O}\left(\mathbf{r}^{N}\right)$, we aim at reconstructing the profile of $F(z)$. B) The constant appearing in equation 3.102 needs to be properly chosen to reproduce the correct free energy function.

$$
\left\{\begin{array}{l}
\mathcal{O}(z)=\frac{\sum_{k=1}^{K} c_{k}(z)}{\sum_{k=1}^{K}\left(N_{k} \exp \left[\beta\left(F_{k}(z)-\mathcal{U}_{k}^{b}(z)\right)\right]\right)}  \tag{3.103}\\
F_{k}(z)=-\frac{1}{\beta} \ln \left(\sum_{z_{b i n s}} \mathcal{O}(z) \exp \left[-\beta \mathcal{U}_{k}^{b}(z)\right]\right)
\end{array}\right.
$$

where $K$ is the number of simulations, $c_{k}(z)$ is the number of counts in histrogram bins associated with $z$ and $N_{k}$ is the sum of $c_{k}(z)$ for one simulation. The inverse temperature is denoted by $\beta=\frac{1}{k_{B} T}$ and the biased potential is $\mathcal{U}_{k}^{b}(z)$. Finally the distribution of states along the reaction coordinate $\mathcal{O}(z)$ and the free energy function $F(z)$ are determined iteratively.

Alan Grossfield proposed a software package [238] to solve equations 3.103 and 3.104 but most of the molecular modeling software products contain some routines to solve the WHAM equation.

### 3.3.6 Molecular dynamics simulation packages

Even though it is possible to implement a home-made MD software for specific models, forcefield or specialized algorithms, it will be probably done at the expense of performance if the investigated systems are big/complex or if the code is not parallelized or well optimized.

Fortunately, most of the MD simulations are performed using existing simulation packages. The most famous are either free like GROMACS [239], NAMD [240] and LAMMPS [241] or are commercial like CHARMM [242] and AMBER [243].

The simulation packages must be chosen properly depending of the systems and interactions one wants to simulate. For instance, AMBER (Assisted Model Building with Energy Refinement) and CHARMM (Chemistry at Harvard Macromolecular Mechanics) are the mostly used simulation packages for biomolecular systems. These packages and their associated force fields have been developed since the early stage of MD simulation

NAMD (Nanoscale Molecular Dynamics) package developed by the theoretical biophysics group at University of Illinois at Urbana-Champaign, has been designed for efficient parallel computation either with CPU or GPU processors [244]. LAMMPS (Large Scale Atomic/Molecular Massively Parallel Simulator) is another efficient MD simulation package which can simulate not only biomolecules but inorganics molecules or metals.

The simulation package we used to perform our MD simulations is GROMACS (GROningen Machine for Chemical Simulations). It was first designed for simulations of proteins and has been extended for simulations of organic molecules like polymers or membranes. The optimized algorithms and processor optimizations in GROMACS result in 3-10 faster simulations compared to other programs. GROMACS includes several force-field such as GROMOS [245], CHARMM [246], AMBER [247] and OPLS-AA [248] allowing to simulate various types of atomistic systems. We use OPLS-AA force field since all our simulations will be focused on systems made of relatively small organic molecules in an aqueous environment.

### 3.3.7 How to perform a simulation with GROMACS?

A simulation procedure under GROMACS is controlled by specific command lines. The set of commands to be used in the proper order are displayed in Figure 3.14 First, we need to generate the initial structure of the system usually in the PDB (Protein Data Bank) format. Some softwares like Material Studio (commercial) or Avogadro (free) are suitable to prepare the initial files. The command $g m x$ pdb2gmx converts the pdb file to be readable by GROMACS under the .gro extension. The pdb2gmx command proposes also several force field and water models. The user can also choose his own force field parameters with the option -ff forcefield, where forcefield is a file containing the force-field parameters to be used for the simulation. The generated "system.gro" file contains the list of the atoms with their coordinates and "topol.top" file contains the force field used for each atom with their connectivity

The command gmx editconf generates the shape and the size of the simulation box (orthorhombic, monoclinic, octahedral or dodecahedral).

The solvation of the system is done with the gmx solvate command which prevents also overlap between solvent-solvent or solvent-solute molecules. The "topol.top" is also properly updated to include the solvent molecules.

The gmx insert-molecules command inserts the desired number of molecules in the box at random positions by replacing the solvent molecules. It is thus possible to insert small ions or more complicated molecules.

At this stage, we constructed a complete molecular system ("system_mol.gro") but an energy minimization needs to be carry out to release the constraints that appeared from the construction stage. Three algorithms are implemented in GROMACS to perform the minimization depending on the expected optimization quality: steepest descent, conjugate gradient, and L-BFGS [249].

The gmx mdrun command is the main command of GROMACS to perform various tasks: minimize the energy, perform a MD simulation or perform a particle test insertion. In general, the system is equilibrated through a short NVT followed by a NPT simulation. Then, a longer NPT simulation is peformed to collect the trajectory data (positions, velocity and forces) in .trr file format for further analysis.


Figure 3.14 - General procedure to perform a simulation using GROMACS.

## CHAPTER 4

## Self-assembly of DNA mediated by cations or Nanoparticles

## Contents

4.1 Choice of molecular model ..... 133
4.1 .1 Molecular model of DNA ..... 133
4.1.2 Molecular model of cationic gold nanoparticles and multivalent counterions 135
4.2 Attraction and compaction of DNA molecules mediated by multi- ..... 39
4.2.1 Adsorption of salt on a DNA molecule in presence of counterions ..... 139
4.2.2 Effective force between a pair of DNA molecules ..... 145
4.2.3 Osmotic Pressure calculation in hexagonal DNA bundle ..... 152
4.3 Self-Assembly of DNA mediated by nanoparticles ..... 159
4.3.1 Aggregation of nanoparticles on a single fixed DNA ..... 159
4.3.2 Effect of counterions on the adsorption of AuNP on DNA molecule: PMF ..... 174
4.3.3 Redissolution of AuNPs from a single fixed DNA with excess of salt ..... 178
4.3.4 Effective force between a pair of DNA ..... 182
4.3.5 Osmotic pressure calculation in hexagonal and square DNA phases ..... 189

In living organisms (i.e. in vivo), DNA is stored in a highly compacted phase governed by different compounds that bind, bend and assemble on DNA (chapter 2, section 2.1.1. In eukaryotes, DNA has a typical length of several centimeters (e.g. $\sim 12$ millions of b.p. for Saccharomyces cerevisiae, an unicellular budding yeast) to the meter (e.g. $\sim 2.9$ billions of b.p. for humans) and is compacted in the nucleus with histones which are proteins rich in basic amino acids such as arginine and lysine [250]. Moreover, small ligands like inorganic ions and polyamines may also
induce DNA compaction in prokaryotes within the small volume of the viral capsid or bacterial nucleoid. DNA condensation can be perform in vitro by inducing an attractive interaction between DNA molecules. There are two manners to induce such attraction. First, it has been shown that an excess of neutral polymers in presence of monovalent cations $\mathrm{Na}^{+}$can create entropic random collisions on DNA molecules which induce compaction [88. It is possible to favor DNA attraction in a second way through multivalent cationic species (compaction agents) [76]. However, the morphology of resulting aggregates depends on the solution properties, the charge and the structure of the compaction agents [107] as well as the DNA length (chapter 2] section 2.1.1]. The DNA molecule is negatively charged and cannot exist in solution without its counterions. Usually, physiological solutions contain various type of ions like divalent metal ions or spatially extended ions like polyamines such as spermidine ${ }^{+3}$ or spermine ${ }^{+4}$ that can be found in viruses [251].

DNA-DNA attraction can be explained through correlations between multivalent counterions. The role of interionic correlations leading to attraction has been first understood by Kirkwood and Shumaker [92]. The correlations induced by multivalent cations adsorbed on DNA create patterns of opposite charge creating a short range attraction between charge-like DNA 93]. Also, bridging of DNA between extended compaction agent like protamines [8] or nanoparticules can also induce DNA-DNA attraction [71].

Understanding DNA condensation might lead to the design of new strategies in the field of nanotechnology to control the shape, size and arrangement of nano-objects [146]. Bottom-up strategies rely on self-assembling building blocks like DNA to design new materials [252]. Consequently, such approach motivates researches that aim to assemble cationic gold nanoparticles (AuNPs) on DNA molecules [143, 7] or on DNA scaffolds like DNA origami [253] (chapter 2] section 2.1].

The chapter contains two parts and all the systems are studied with the Monte Carlo simulation package we designed (section 3.2) and implemented (Appendix A). The first part focuses on DNA interaction with small counterions. In particular, attraction of a DNA pair with multivalent cations and stability of a DNA hexagonal bundle will be explored. Although such calculations has been previously performed in the literature, [254, 13, 16, 255, 256] it represents a necessary step to study more complicated systems. In the second part, we probe the interaction of AuNPs on a single fixed DNA. Then, the effect of salt on the desorption of the AuNPs from a single DNA is investigated.

Finally, the attraction of a DNA pair in presence of AuNPs as well as the mechanical stability of a DNA bundle condensed with AuNPs will be explored.

### 4.1 Choice of molecular model

First, we need to use a proper model for DNA, AuNPs and ions. DNA is a complex molecule where each base pair contains around 70 atoms and AuNPs involve often hundreds of atoms. It is unlikely to model with such degree of realism since the computation of interactions will be very time consuming. Moreover the time-scale of the phenomena we want to investigate is much larger than what can be investigated with an all-atom model. Instead, we construct a rigid coarse-grained (CG) model for AuNP and use a rigid CG model for the DNA molecule. Even though a rigid DNA is not completely realistic - except maybe for very short DNA fragments - because DNA molecule has a persistence length of 50 nm (equivalent to 150 base pairs), it is a reasonable first approach for further realistic models.

### 4.1.1 Molecular model of DNA

The B-DNA molecule (the most common conformation of DNA in living cells) is represented by a double helix where each base contains one sugar group and one negative phosphate group. Several models of DNA have been proposed with various degree of realism in order to reproduce the helical distribution of negative charges. Figure 4.1 presents three CG rigid models often used to represent the DNA molecule.

- The cylindrical model (CM) shown in A) and developed by Kornyshev and Leikin [257] contains a cylindrical core of diameter $D=20.0 \AA$ and two strings of beads of diameter $d_{p}=1.0 \AA$ carrying a monovalent charge $q_{p}=-|e|$ to mimic the negative phosphate groups.
- A more refined model is the extended cylinder model (ECM) shown in B) and developed by Lyubartsev and Nordenskiöld [258] where the DNA molecule has a smaller cylindrical core than the CM model with a diameter of $D=17.8 \AA$ but a bigger phosphate group of radius diameter $d_{p}=4.2 \AA$.
- The Montoro-Abascal model represented in C) is a more detailed coarse-grained model of


Figure 4.1 - Representation of different CG DNA models. A) Cylindrical model (CM). B) Extended cylindrical model (ECM). C) Montoro-Abascal model (MAM). "M" design the major groove and " $\mathbf{m}$ " the minor groove. Picture adapted from ref. [13] (Physical Review E, 2003, 68, 061903, Figure 1, Copyright 2003 with permission from APS).

DNA [259]. In this model, the groove structure is better reproduced by adding a supplemental neutral bead corresponding to the sugar group, between the cylindrical core and the phosphate bead. The cylindrical core has a diameter of $D=7.8 \AA$ and the phophate and sugar beads a diameter $d_{p}=4.2 \AA$. Their coordinates along the cylindrical core obey the following relationships:

$$
\begin{array}{rlrl}
\rho_{i}^{p, S} & = & 8.9 \AA \\
\rho_{i}^{q, S} & = & 5.9 \AA \\
\phi_{i}^{S} & = & \phi_{0}^{S}+36^{\circ} \times i \\
z_{i}^{S} & = & z_{0}^{S}+3.40 \times i & \AA \tag{4.4}
\end{array}
$$

where $S=1,2$ refers to the nucleic acid strand and $i=0, \ldots, 9$ represents a full DNA turn. the numbers $\rho_{i}^{p, S}$ and $\rho_{i}^{q, S}$ are respectively the radial position of the phosphates and sugars from the center of the cylinder in $\AA, \phi_{i}^{S}$ is the angular position of a base (phosphate + sugar) in degrees and $z_{i}^{S}$ is the position of a base along the cylinder in $\AA$. For $S=1$ (first strand), $\phi_{0}^{S}$ and $z_{0}^{S}$ are both zero but for $S=2$ (second strand) $\phi_{0}^{S}=154^{\circ}$ and $z_{0}^{S}=0.78 \AA$.

Hence, the MAM describes the B-DNA where the pitch is $34.0 \AA$ per helix containing ten base pairs. Due to the overlapping between the phosphates, sugars and the cylinder, the MAM reproduces a more grooved DNA profile with a deeper cavity in the minor groove and we decided thus to use the MAM for all the Monte Carlo simulations performed in this chapter.

### 4.1.2 Molecular model of cationic gold nanoparticles and multivalent counterions

## Molecular model of cationic gold nanoparticles

The literature that describes the synthesis and applications of functionalized gold nanoparticles is very large, and we provided a short review about these topics in section 2.1.2 From a practical point of view, a typical functionalized AuNP is composed of a gold core on which are attached ligands of various nature depending on the synthesis protocal of the AuNP. In particular, we are interested in modeling AuNPs with a gold core functionalized with thiol ligands terminated with a positive ammonium group. A proper CG model of cationic gold nanoparticles (AuNP) is more difficult to establish than DNA due to the various possible shape, size and charge density of synthesized AuNPs [260]. However, from a numerical point of view, several CG models have been proposed to model AuNPs.

For instance, a detailed CG model with a gold core decorated with flexible ligands has been proposed by Lin and coworkers [261] and further improved by Gupta and Rai [262] in the context of interaction between a lipid bilayer and a single AuNP. Unfortunately, such CG model contains too much atoms and it is unlikely that such a detailed model could be use in simulations involving dozens of AuNP, which will be the case in our studies.


Figure 4.2 - Construction of the AuNP CG model.

On the other side, minimal CG model has been proposed by Komarov et al. [263] to study the aggregation of AuNPs on a single fix DNA at the center of a cubic box. Such model contains only one bead to model the gold core with one overlapping small bead at its surface carrying a charge $+|e|$ representing the positive ammonium thiol ligand chain. At a larger scale, Chiappini and co-workers [264] studied the aggregation of mixture of AuNPs and rigid, rod-like fd-viruses. At this scale, the AuNPs were modeled as a rigid sphere interacting with fd-viruses through a square-like short-range attractive potential.

We aim to construct a suitable CG model that reproduces properly the charged ligands and gold core of the AuNP without sacrificing too much computation time by managing a too large amount of beads and/ or charges in our systems.

Consequently, we described in Figure 4.2 the AuNP model used subsequently in our MC simulations. It is possible to synthesize small AuNPs with a narrow gold core distribution of average
diameter $\approx 14 \AA$ that contain typically $\sim 100$ gold atoms [265]. Consequently, the gold core will be modeled as a bead of diameter of $14 \AA$. In order to avoid steric hindrance that can prevent a proper equilibration of our systems, we decided to consider short ligands compared to the size of the gold core. Each ligand is composed of four overlapping beads of diameter of $3 \AA$ with a bead center - bead center distance of $2 \AA$. The overall AuNP has a diameter of $23 \AA$ if the ligands are attached to the gold core so that the ligand beads interpenetrates the surface of the core at their center. It is important to notice that each AuNP will carry a number of charges equal to the number of ligands. The monovalent charge carried by the ligand (positive ammonium group) is represented as a blue bead in frame B) of Figure 4.2

In order to study the influence of the AuNP charge distribution, we consider different variants of our model with different number and disposition of the ligands on the gold core such that AuNP will carry either 6,12 or 30 ligands for a charge density of $\approx 0.97,1.94$ and $4.87 \mathrm{C} / \mathrm{nm}^{2}$ respectively.


Gold nanoparticle with 6 ligands "6-AuNP"


Gold nanoparticle with 12 ligands "12-AuNP"


Gold nanoparticle with 30 ligands "30-AuNP"

Figure 4.3 - CG model of AuNP for different charge densities.

The Figure 4.3 presents the three different types of AuNPs with their ligands disposed on the gold core. The way to homogeneously distribute the ligands on the CG gold surface for the different models of AuNP is done in the following way.

- For the AuNP model with 6 ligands ( 6 -AuNP), positions are chosen according to the following Euler angles:

$$
\begin{array}{ccc}
\theta=0 & , & \phi=0 \\
\theta=\frac{\pi}{2} & , & \phi=\frac{\pi}{4} \times i \\
\theta=\pi & i=(0,1,2,3)  \tag{4.7}\\
\theta= & \phi=0
\end{array}
$$

- For the 12-AuNP model, the ligands are placed on the gold core according to:

$$
\begin{array}{cc}
\theta=\frac{\pi}{6} \\
\theta=\frac{\pi}{2} \\
\theta=\frac{5 \pi}{6} & , \tag{4.10}
\end{array} \quad \phi=\frac{2 \pi}{3} \times i \quad i=(0,1,2)
$$

- Finally, the rules to distribute the ligands on the 30 -AuNP model write as:

$$
\begin{array}{cc}
\theta=0 & \phi=0 \\
\theta=\frac{\pi}{6} & ,
\end{array}
$$

Even though our coarse-grained model is minimalistic, we tried to reproduce at best the structure of a typical AuNP. The main drawback of our AuNP CG model is the rather low charge density compared to synthesized gold nanoparticles which can have a higher charge densities. For
instance, Warner and Hutchison [] used AuNPs of diameter around $18 \AA$ carrying around 100 ligands for a charge density of $\approx 9|\mathrm{e}| / \mathrm{nm}^{2}$ or Wang and Murray used AuNPs of $44 \AA$ carrying around 910 ligands for a charge density of $15|\mathrm{e}| / \mathrm{nm}^{2}$.

## Molecular model of multivalent counterions

Monovalent or divalent ions will be assimilated as beads of a given radius. Furthermore we will also assimilate extended ions like spermidine ${ }^{3+}$ or spermine ${ }^{4+}$ as beads for simplification. The bead diameter is an important parameter for coarse-grained modeling because it influences the intensity of electrostatic interaction and thus the evolution of the system.

### 4.2 Attraction and compaction of DNA molecules mediated by multivalent cations

Given that interactions of DNA with multivalent cations and by extension DNA-DNA attraction induced by multivalent cations as well as bundle stability have been widely studied over the last decades, we decided to reproduce some results of the literature using our home-made Monte Carlo simulation package. This task has two main objectives. First, it represents a suitable control test for the simulation package to detect huge mistakes. Then, we want to compare the effect of the nature of the compaction agent (i.e. small ions vs. AuNP) on the formation and subsequent stability of an organized assembly of DNA molecules.

### 4.2.1 Adsorption of salt on a DNA molecule in presence of counterions

It is known that the charge distribution of salt on the DNA influences the interaction force and has consequences on the assembly formation of DNA caused by mutual attraction [266].

In this section, we reproduced some of charge adsorption patterns derived by Allahyarov and co-workers [13] in the case of the MAM DNA. In the case of added monovalent salt, the density of salt cations and salt anions is calculated in the minor groove, major groove and on the strand. Although the interacting potential used by Allahyarov and co-workers is the same as those used in our MC simulation, (a combination of electrostatics and steric interactions, section 3.2.4 they
perform MD simulations for equilibration and data collection.

### 4.2.1.1 Methods

In a cubic simulation box of side $L=102 \AA$, the DNA molecule composed of 3 helical pitches of $34 \AA$ each carrying $N_{p}=3 \times 20=60$ phosphate is placed at the center of the $x O y$ plane and parallel to the $z$ axis. Periodic boundary conditions are used mimicking an infinite DNA molecule. In order to neutralize the DNA phosphates, the system contains $N_{c}=120 / q_{c}$ counterions of valency $\mathrm{q}_{c}$ and of concentration $C_{c}=N_{c} / V^{\prime}$ where $V^{\prime}$ is the volume of the system substracted from the volume of the DNA (i.e. the volume accessible to the ions). We insert also $N=N_{+}=N_{-}$pairs of monovalent salt ions of diamater $d_{+/-}=3 \AA$ for a concentration $C_{s}=N_{+} / V^{\prime}$. The salt concentration varies from 0.1 to $1.61 \mathrm{~mol} / \mathrm{l}$, the latter case corresponding to 2000 added salt ions. Figure 4.4 presents a typical snapshot of the simulation. The system is held at 298 K and each run is performed through a NVT canonical MC scheme with a maximal ion displacement in a cubic box of size $0.10 \times L$ during each MC step. The DNA remains frozen during the simulation. We equilibriate the system during $5 \times 10^{3} \mathrm{MC}$ cycles, then gather statistics to calculate canonical averages during times $10^{5}$ MC cycles.

Remark: A Monte Carlo cycle involves $N$ trial moves of every free particles in the simulation box. It is equivalent to a standard MD step.

The key quantity to be calculated is the ion density in the minor and major groove as well as on the strand of phosphates. As written in ref. [13], the average charge density is defined as following:

$$
\begin{equation*}
\rho^{j}(\mathbf{r})=\left\langle\sum_{i=1}^{N_{j}} \delta\left(\mathbf{r}-\mathbf{r}_{i}^{j}\right)\right\rangle \tag{4.18}
\end{equation*}
$$

where for the present calculations, possible values for $j$ are + , - respectively for the salt cations and the salt anions. The total number of ions of species $j$ is defined by $N_{j}$ and $\mathbf{r}_{i}^{j}$ represents the position in space of the $i^{\text {th }}$ particle of species $j$.

The canonical average $\langle\ldots\rangle$ is calculated through a canonical NVT Monte Carlo simulation by adapting the equation 3.3.


Figure 4.4 - Snapshot of the simulation box. The DNA is composed by the black hard cylinder, yellow beads are the sugar groups and the red beads are the DNA phosphate groups. Free ions denoting salt are either green ( + ) or grey ( - ) and DNA counterions (c) are blue beads.

$$
\begin{align*}
\langle\mathcal{A}\rangle= & \frac{1}{Z}\left[\prod_{k=1}^{N_{c}} \int d^{3} \mathbf{r}_{k}^{c}\right]\left[\prod_{m=1}^{N_{+}} \int d^{3} \mathbf{r}_{m}^{+}\right]\left[\prod_{n=1}^{N_{-}} \int d^{3} \mathbf{r}_{n}^{-}\right] \\
& \times \mathcal{A} \exp \left(-\beta \sum_{j=c,+,-}\left[\sum_{j=c, p,+,-} V_{i j}\right]\right) \tag{4.19}
\end{align*}
$$

where $\beta=1 / k_{B} T$ is the inverse thermal energy and $V_{i j}$ is the interaction potential defined in section 3.2.4 The pairwise hard core potential excludes ion-ion as well as ion-DNA from interpenetration.

The density calculation of ions has to be properly defined in space. The width of the condensation shell is $2 \AA$ which corresponds to the Stern layer for the DNA molecule [13]. The three regions of interest are presented as dashed areas of width $\xi=3.4 \AA$ in Figure 4.5 and are located along the DNA helix in the grooves and on the phosphate strand. The volume of each region is bound
radially from the DNA surface by a distance of $\delta=\left(2+d_{+,-} / 2\right) \AA$ where $d_{+,-}$is the diameter of the free ions. Hence, we calculated the charge distribution in the dashed regions around the DNA. We will separate the calculation of charge density for salt cations and anions and consider an angular-resolved density profiles along the grooves and the phosphate strand, whose plot are called "panoramic view" in ref. [13]. We will follow the notation of Allahyarov and co-workers for the panoramic number densities of absorbed ions salt $\rho^{(j)}$ of species $j \in\{+,-\}$.


Figure 4.5 - The three regions of interest (dashed patterns) for which the density calculations are performed. Picture adapted from ref. [13] (Physical Review E, 2003, 68, 061903, Figure 3, Copyright 2003 with permission from APS).

### 4.2.1.2 Results

We calculated the panoramic angular distribution of salt cations for a salt concentration $C_{s}=$ $0.1 \mathrm{~mol} / \mathrm{l}$ in Figure. 4.6, left picture.

The cation density is well-structured in the minor groove and on the strand in contrary to the major groove case. The population density of cations is two times higher in the minor groove than on the strand, as noticed by Allahyarov and co-workers (Figure 4.6 right). In the MAM model of DNA we are using in the simulations, more cations bind in the DNA groove than on the strand compared to the cylindrical model and the enhanced cylindrical model (see in ref. [13). On the


Figure 4.6 - Left) Panoramic view of condensed salt cation density on the different DNA surface regions for $C_{s}=0.1 \mathrm{~mol} / \mathrm{l}$. The density unit is $\times 1000$ the real cation density for better clarity. The red line represents the cation distribution in the minor groove, the black line the cation distribution on the strand and blue line the cation distribution in the major groove. Right) Same quantities calculated by Allahyarov and co-workers, adapted from ref. [13] (Physical Review E, 2003, 68, 061903, Figure 6, Copyright 2003 with permission from APS).
one hand, it is arguing that a relocation of cations from the strand to the grooves brings an entropy gain for the salt ions. On the other hand, the preferred relocation in the minor groove may arise from the stronger electrostatic interactions between cations and phosphate groups contrary to the major groove where the phosphate are further away from each other resulting in lower electrostatic interactions with cations.

The dependence of adsorption pattern of adsorbed cations and anions with the salt concentration is plotted in Figure 4.7 The salt concentration is increased from $C_{s}=0.2 \mathrm{~mol} / \mathrm{l}$ to $C_{s}=1.61$ $\mathrm{mol} / \mathrm{l}$. As mentioned in ref. [13], the cations still adsorb mainly in the minor groove but the anions condensate more in the major groove when the salt concentration is increased. However, the total charge in the major groove calculated by the difference between the cation and anion densities in the major groove (denoted respectively by the dotted blue line and the full blue line in picture 4.7 ) is almost independent of the salt concentration, as show by the double arrow in Figure 4.7 The structure of the major groove and the electric field created by the phosphate strands preserve the charge whatever the salt concentration is by regulating the population of cations and anions. As the salt concentration increases, the charge in the minor groove is positive and increases (See the red full and the red dashed lines of Figure 4.7). Another important observation consists of the constant difference of densities of cations adsorbed in the minor groove and in the major groove
(single arrow in Figure 4.7). This trend shows that even at high salt concentration, the cations adsorbed more in the minor groove than in the major groove.


Figure 4.7 - Panoramic view of condensed salt cation and anion densities on the different DNA surface regions for concentrations of $C_{s}=0.2 \mathrm{~mol} / \mathrm{l}$ (left), $C_{s}=0.71 \mathrm{~mol} / \mathrm{l}$ (middle) and $C_{s}=$ $1.61 \mathrm{~mol} / \mathrm{l}$ (right). The density unit is $\times 1000$ the real density for better clarity. The red dashed line is the cation $(j="+")$ density in the minor groove. The blue dashed line refers to the cation density in the major groove. Conversely, the full blue line represents the anion density ( $j="-"$ ) in the major groove while the full red line corresponds to the anion density in the minor groove. The single arrow indicates that the difference between the density of cation adsorbed in the minor groove and the density of cation adsorbed in the major groove is constant. The double arrows display the constancy of charge in the major groove for added salt concentration.

We performed also supplemental calculations of ion number densities for multivalent counterions or multivalent salt ions. More precisely, we probe the effect of the counterion charge on the distribution of monovalent and divalent salt cations in the DNA grooves (Figure 4.8. When the charge of the counterion is increased, a larger fraction of counterion is adsorbed on the DNA so that the Coulomb correlations between the counterions and the phosphate groups are higher, [13] resulting in a lower amount of monovalent salt ions adsorbed in the DNA grooves (Figure 4.8 top pictures). We obtained similar results in presence of divalent salt, altough the effect of correlations between the counterions and the DNA phosphates on salt cation adsorption are less important compared to monovalent salt cations.

### 4.2.1.3 Conclusion

We reproduced properly the density profiles of the absorbed salt cations and salt anions for the Montoro-Abascal Model (MAM) of DNA with addition of salt ions. The presence of grooves is


Figure 4.8 - Top) Panoramic view of condensed salt cation density in the minor groove (left) and in the major groove (right) for monovalent salt of concentration $C_{s}=0.1 \mathrm{~mol} / \mathrm{l}$. The density unit is $\times 1000$ the real cation density for better clarity. The red line represents the cation density in presence of 120 monovalent counterions. The blue line represents the cation density in presence of 60 divalent counterions. The green line represents the cation distribution in presence of 40 trivalent counterions. Bottom) Panoramic view of condensed salt cation density in the minor groove (left) and in the major groove (right) for divalent salt of concentration $C_{s}=0.2 \mathrm{~mol} / \mathrm{l}$.
crucial for the ion distribution on DNA. An important remark is that the effect of the discreteness of DNA on the ions distribution vanishes a few angstroms away from the DNA surface [267, [16, 254].

### 4.2.2 Effective force between a pair of DNA molecules

The existence of attractive interaction between like-charged polyelectrolytes has been widely studied over the last decades. Such attractive interaction has been observed for DNA [268, 107] and other polyelectrolytes like colloidal rods [269] or charged microspheres [270]. The DNA molecule is very sensitive to the ionic surrounding and it is possible to overcome the electrostatic repulsion existing between DNA molecules in order to form bundle in presence of multivalent counterions. In this section, we probe the interaction between a pair of rigid and aligned DNA along the $z$ direction
in presence of counterions of various valency.
The determination of the total effective force between a pair of DNA molecules is important since the role of each moieties can be quantitatively specified to characterize the attraction/repulsion between the DNA pair. In aqueous solution, the free ions screen the naked electrostatic interaction between the two DNA molecules so that the resulting electrostatic interaction between the pair of DNA becomes weaker. For short distance between the two DNA a mutual attraction due to counterion overscreening can appear resulting in the aggregation of the DNA [255, [16, [254, 266] [271, 272].

### 4.2.2.1 Methods

We consider two parallel DNA molecules disposed along the $z$ axis and localized in the $x O y$ plane with coordinates $P_{1}\left(x_{1}, \frac{L}{2}\right)$ and $P_{2}\left(x_{2}, \frac{L}{2}\right)$ with $\ell=\left|x_{1}-x_{2}\right|$ denoting the distance between the DNA molecules. In our simulations, the relative orientation of the DNA molecules is chosen such that the minor groove of a DNA is exposed to the major groove of the other DNA (Figure 4.9). The double-helix structure of the DNA is an important parameter that influences greatly the effective interaction for a separation distance $\ell<25$ Åas pointed out in a previous work of Allahyarov and co-workers [254]. More precisely, the profile of the effective force has been calculated for the cylindrical model (CM) of the DNA for a separation distance of $\ell<22 \AA$. The force displays highly repulsive peaks when the two phosphate strands of one DNA are exactly facing the two other phosphate strands of the other DNA. There are also lower repulsive peaks when only one strand of a DNA is facing another strand of the other DNA.

The size of the simulation box is $L=102 \AA$ and corresponds to three turns of the DNA molecule. The two DNA are effectively infinite due to the use of periodic boundary conditions. The free ions present in the simulation box are the $N_{c}$ counterions that neutralize the DNA phosphate charges to ensure charge neutrality. Hence, we performed Monte Carlo simulations where counterions of different valencies neutralize the DNA phosphates. In particular, we will consider a number of $N_{c}=\frac{120}{q_{c}}$ with $q_{c}=+1,+2,+3$ or $+4|e|$ and of diameter $d_{c}=3 \AA$. The monovalent and divalent counterions can model $\mathrm{Na}^{+}$or $\mathrm{Mg}^{2+}$ while the trivalent and tetravalent counterions can model spermidine ${ }^{3+}$ or spermine ${ }^{4+}$. We still use a combination of hard sphere pairwise and electrostatic potential to describe the physical interactions as defined in section 3.2.4. A typical snapshot of a
simulation is shown in Figure 4.9. For each system, we performed a NVT Monte Carlo simulation at $T=298 \mathrm{~K}$ with an equilibration phase for $2 \times 10^{4}$ cycles followed by a phase of $4 \times 10^{5}$ cycles to gather statistics. The maximal counterion displacement is bounded by a cubic box of size $0.10 \times L$ during each MC step.


Figure 4.9 - Left) Example of a simulation snapshot with monovalent counterion. The counterions are in blue. Right) Disposition of the two DNA molecules in the $x O y$ plane.

The simulated quantity we are interested in is the effective force between the DNA molecules 16 , [254] along the $O x$ direction:

$$
\begin{equation*}
\mathbf{F}=\mathbf{F}_{1}+\mathbf{F}_{2} \tag{4.20}
\end{equation*}
$$

We will design by $\mathbf{r}_{k}^{i}$ the positions of the different charges in the box with the index $k$ denotes the $\mathrm{k}^{\text {th }}$ particle of species $i$ that could be a counterion $c$ or a phosphate $p$.

The first term $\mathbf{F}_{1}$ is the direct Coulomb force exerted by each phosphate groups $k$ of a DNA molecule on the other phosphate groups $n$ of the other DNA molecule:

$$
\begin{equation*}
\mathbf{F}_{1}=-\sum_{k=1}^{N_{p}}\left(\vec{\nabla}_{\mathbf{r}_{k}^{p}} \sum_{n=1}^{N_{p}} V_{p p}\left(\left|\mathbf{r}_{k}^{p}-\mathbf{r}_{n}^{p}\right|\right)\right) \tag{4.21}
\end{equation*}
$$

where $V_{i j}$ is the interaction potential as described in section 3.2.4 between species $i$ and $j$. Given that the DNA are fixed during the simulation, this term has to be computed only once.

The second term $\mathbf{F}_{2}$ represents the Coulomb interactions between the counterions $l$ in the box and phosphate groups $k$ :

$$
\begin{equation*}
\mathbf{F}_{2}=-\sum_{k=1}^{N_{p}}\left(\left\langle\sum_{l=1}^{N_{c}} \vec{\nabla}_{\mathbf{r}_{k}^{p}} V_{p c}\left(\left|\mathbf{r}_{k}^{p}-\mathbf{r}_{l}^{c}\right|\right)\right\rangle\right) \tag{4.22}
\end{equation*}
$$

Remark: The total force $F$ that takes into account the ions-ions and ions-DNA interactions include both the energetic and entropic contributions driving the evolution of the system. Given that the DNA molecule is completely rigid, the entropic contribution associated to the internal degrees of freedom of the DNA molecule is not taken into account in our simulations.

Instead of using one of the existing method [273] to calculate the PMF for which the reaction coordinate would be the DNA-DNA separation distance, we decided to extract the effective force F at discrete DNA-DNA distance [254, 16, 271]. For instance, the calculation of PMF with the umbrella sampling technique (see section 3.3.5 would require to immobilize one DNA and sample the other DNA position along the distance separating the DNA molecules. It is more difficult to implement the sampling routine since a special care need to be taken in order to move the DNA and the surrounding cloud of ions. Therein, in the current approach the 2 DNA molecules are immobile and we perform a Monte Carlo simulation for discrete separation distance $\ell$.

### 4.2.2.2 Results

We calculate the effective force $\mathbf{F}$ in a box that contains 2 DNA molecules placed in the same configuration as those described in Figure 4.9. The resulting force as a function of the separated DNA distance $\ell$ is presented in Figure 4.10 There is only repulsion between the DNA molecules
when the counterions are monovalent given that counterion condensation is not sufficient to induce DNA-DNA attraction [274].


Figure 4.10 - Effective force calculated for a distance $\ell$ varying between 24 to $48 \AA$ every $2 \AA$ corresponding to 13 separate MC simulations for each curve. We normalized the force according to $F_{o}=\frac{k_{B} T}{P}$ where $P=34 \AA$ is the length of a full DNA turn. A negative force means that there is repulsion between DNA whereas a positive force results in an attraction. The associated errors are given in Appendix C.1

When the counterions are multivalent, counterion condensation increases and correlations between condensed counterions on DNA molecules result in an attractive force with increase of magnitude when the valency of the counterions is increased. Such trend has been also observed in a previous study of Allahyarov and co-workers for the MAM [16]. When the DNA are closed, the mutual repulsion existing between the counterions should damp the total effective force between the pair of DNA molecules, but the presence of the grooves in the MAM allow more space for the counterions to remain in the inner region between the DNA molecules. Indeed, for a simpler DNA model like the cylindrical model (CM) which do not contain grooves, the interaction force decreases in presence of multivalent counterions at short DNA distance [254].

In order to probe the position of the counterions during the MC simulation, we plot the projected counterion density in the $x O y$ plane of the simulation box as shown in Figure 4.11. It is clear that the condensation of counterions at the DNA surface is higher when the valency increases [274] and the DNA molecules exchange fewer ions when they are far away from each other (Figure 4.11
left pictures). When the DNA approach from each other, a local higher density of counterions appears that induces a higher DNA-DNA attraction when the valency of the counterion increased as observed in Figure 4.11 middle and left pictures.

### 4.2.2.3 Conclusion

The calculation of the effective force was performed with MC simulations. In particular, the profiles of the effective forces calculated between the pair of DNA are in agreement with those obtained by Allahyarov and co-workers [16] with grand canonical MD simulations performed with the same model of DNA (MAM model) and counterions of the same radius as in our simulations 4.12 .

We notice that the choice of the DNA model influences greatly the profile of the effective force. For instance, the effective force calculated with the cylindrical model of DNA (CM, see picture 4.1) displays repulsion at short DNA-DNA distance because the CM model do not exhibit grooves such that the ions are depleted from the DNA [16]. On the contrary, the ions are relocated in the grooves of the MAM model at short DNA-DNA distance that do not repulse each other at short distance (Figure 4.12). On the other hand, the radius of the ion is also an important parameter that drives interactions between the DNA. In another work, Allahyarov and co-workers calculated the effective force between MAM DNA with counterions of diameter $\mathrm{d}_{c}=8$ and of different valencies [255]. They show that the force between the DNA become repulsive at short distance given that the big counterions cannot relocate in the grooves and are thus depleted from the DNA molecules.

However, we notice that the number of MC cycles was small compared to several millions of MD steps of similar studies [254, 255], which constitutes the main drawback in our MC simulations.

We confirm through our simulations that the pair of DNA can be aggregated spontaneously with multivalent cations. This is similar to previous MD simulations that determined the PMF between two atomistic DNA with divalent, (putrescine ${ }^{2+}$ ), trivalent (spermidine ${ }^{3+}$ ) and tetravalent counterions (spermine ${ }^{4+}$ ) [275]. The depth of the PMF increases when the valency of the counterions increases as well, which is in agreement with the profile of the calculated effective force in our MC simulations.
A) $\mathbf{q}_{\mathbf{c}}=+1|e|$

B) $q_{c}=+2|e|$

C) $\mathbf{q}_{\mathrm{c}}=+3|\mathrm{e}|$


Figure 4.11 - Projected densities of counterion in the $x O y$ plane of the simulation box for counterions of different valencies. The separation distance between the DNA is $\ell=48,36$ and $24 \AA$ respectively from the left, middle and right pictures. A) $q_{c}=+1|e|$. B) $q_{c}=+2|e|$. C) $q_{c}=+3|e|$. D) $q_{c}=+4|e|$. The helical projection is given in number of particles per $\AA^{2}$.


Figure 4.12 - Effective force calculated between a pair of DNA molecules with monovalent, divalent or trivalent counterions in presence of various amount of monovalent salt by Allahyarov and coworkers. The solid line in cyan corresponds to the calculations performed in this section ( $\mathrm{c}_{s}=$ $0 \mathrm{Mol} / \mathrm{l})$. Then, after insertion of increasing amount of monovalent salt from $\mathrm{c}_{s}=0.024 \mathrm{Mol} / \mathrm{l}$ (dashed green line), $0.097 \mathrm{Mol} / \mathrm{l}$ (dot-dashed blue line), $0.197 \mathrm{Mol} / \mathrm{l}$ (red solid line with symbols), $0.71 \mathrm{Mol} / \mathrm{l}$, (black dashed line with symbols) the force becomes repulsive between the DNA because of salt that screens electrostatic interactions. The force is normalized according to $F_{o}=\frac{k_{B} T}{P}$ where $P=34 \AA$ is the length of a full DNA turn. A negative force means that there is attraction between DNA whereas positive force results in a repulsion. Picture adapted from ref. [16] (Physical Review E, 2004, 69, 041904, Figures 4-5-8, Copyright 2004 with permission from APS).

### 4.2.3 Osmotic Pressure calculation in hexagonal DNA bundle

In the previous section, we quantitatively determined the interacting force acting between two rigid fixed DNA molecules in presence of multivalent counterions. Even though such approach gives insight about DNA aggregation, it is unlikely one can extrapolate the conclusions valid for a pair of DNA molecules to a bundle of DNA because of the different rearrangement of the counterions around the DNA molecules. Among possible ways to study bundle formation, we present two possible techniques.

- First, a "brute force" technique consists of inserting randomly the compaction agents and the DNA molecules in a simulation box and let the system equilibriates with a MC or MD scheme towards a configuration where a bundle of finite size can emerge. This technique has been used for instance to study the bundle formation of short DNAs with trivalent metallic ions in presence of monovalent salt [276, [277]. However, one has to be careful during the equilibration phase given that the system can easily reach a metastable equilibrium.
- On the other hand, one considers an infinite bundle of fixed DNA molecules (a DNA pre-
cipitate) in the simulation box in the desired configuration and we let the condensing agents evolve freely according to a MC or MD scheme and at equilibrium we determine quantitatively the mechanical stability of the resulting system.

In the following section, we will apply the second technique to study the stability of a hexagonal bundle of DNA molecules in presence of counterions. The quantity of interest is the osmotic pressure in the bundle. It is possible to use a MD scheme to perform such task but we decided to adapt our MC simulation package to perform it. This technique has been successfully used to study the stability of hexagonal DNA bundle with ions [278, 17] and has been applied to study the bundle stability of rodlike polyelectrolyte like negative actin protein in presence of positive lysozymes [279, 62, [280] or viruses in presence of small ions [281].

### 4.2.3.1 Notion of osmotic pressure

Let us consider a pure solvent $s$ and a solution of a solute $\sigma$ in the same solvent, separated by a semipermeable membrane as shown in Figure 4.13 so that the solvent can transfer from compartment A to compartment B while the solute remains only in compartment B. During the osmosis phase described in 1) of Figure 4.13 , the pure solvent migrates from compartment A to compartment B that contains the solution. When osmotic equilibrium is reached in 2 ), the same flow rate of solvent is exchanged between the compartments. The pressure exerted by the pure solvent in the compartment A on the compartment B is denoted by $P$. On the other side, the pressure exerted by the solution in compartment B on compartment A is $P+\Pi$.

The pressure $\Pi$ is directly related to the difference of height between the surface of liquid $\Delta h$ in the compartment and can be expressed with the fundamental law of hydrostatics

$$
\begin{equation*}
\Pi=\rho g \Delta h \tag{4.23}
\end{equation*}
$$

The term $\Pi$ is called osmotic pressure and Van't Hoff established a relationship between the osmotic pressure and the concentration of solute in the solution [282]:


Figure 4.13 - The compartment A contains a pure solvent $s$ and the compartment B contains a solution of a solute $\sigma$ in the same solvent. The compartments are separated with a semipermeable membrane indicated by the dashed region. 1) Because the flow of pure solvent through the membrane from left to right is greater than the flow of the solvent in the reverse direction (see black arrows), the level of liquid in compartment B rises. 2) When equilibrium is reached, the pressure differential equal to the osmotic pressure $\Pi$ equalizes the flow rate of the solvent in both compartments.

$$
\begin{equation*}
\Pi=\frac{n_{\sigma} R T}{V} \tag{4.24}
\end{equation*}
$$

where V is the volume of the solution in compartment $\mathrm{B}, n_{\sigma}$ the number of moles of solute present in the solution, $R$ the ideal gas constant and $T$ the temperature. The equation 4.24 can be written also as a function of the number of particles of solute $N_{\sigma}$ present in solution:

$$
\begin{equation*}
\Pi=\frac{N_{\sigma} k_{B} T}{V} \tag{4.25}
\end{equation*}
$$

Remark: The form of equation 4.25 is the same as the ideal gas law. The pressure exerted by a solute in a solution of volume $V$ is similar to the pressure exerted by an ideal gas constituted of the same number of particles in a volume $V$.

### 4.2.3.2 Methods

In an orthorhombic simulation box, let us consider 4 aligned DNA molecules made of three pitches $P$ disposed in a hexagonal fashion along the $z$ axis so that the lattice spacing equivalent to the distance between the DNA is denoted by $\ell$. The sides of the orthorhombic box depend on $\ell$ in the following way:

$$
\left\{\begin{array}{l}
L_{x}=2 \ell  \tag{4.26}\\
L_{y}=\sqrt{3} \ell \\
L_{z}=3 P
\end{array}\right.
$$

where P represents a DNA helical turn. It is clear that we reproduce a hexagonal lattice of infinitely long DNA with the orthorhombic cell matching the simulation box by using periodic boundary conditions. We could have alternatively used an hexagonal cell to describe the hexagonal lattice formed by the DNA [17]. The free ions present in the DNA bundle are the counterions $N_{c}$.

Remark: The bundle stability will be studied at the isoelectric point $R_{+/-}=1.00$ (where $R_{+/-}$refers to the ratio of the sum of the total charge of counterions to the total charge of the DNA) and we assume that the totality of the counterions remains in the DNA bundle to enforce charge neutrality (i.e no counterions in the supernatant solution).

The osmotic pressure will be the sum of two terms: a kinetic term $\Pi_{\text {ideal }}$ due to the motion of the counterions in the DNA bundle and a term coming from the electrostatic interactions of all charges present in the system $\Pi_{\text {electrostatics }}$. The osmotic pressure can be calculated with the virial theorem (equation 3.89).

$$
\begin{equation*}
\Pi=\Pi_{\text {ideal }}+\Pi_{\text {electrostatics }} \tag{4.29}
\end{equation*}
$$



Figure 4.14 - A) Snapshots of hexagonal DNA bundle viewed in the $O x$ direction. B) Snapshots of hexagonal DNA bundle viewed in the $O z$ direction. The lattice expansion corresponds to an increase of the DNA-DNA distance $\ell$ as well as of the simulation box.

$$
\begin{equation*}
\Pi=\frac{N k_{B} T}{V^{\prime}}+\frac{1}{3 V^{\prime}} \sum_{i<j} \mathbf{r}_{i j} \mathbf{F}_{i j} \tag{4.30}
\end{equation*}
$$

where $N$ denotes the number of free ions in the system and $\mathbf{F}_{\mathbf{i j}}$ denotes the electrostatic force between $i$ and $j$ and $V^{\prime}$ the accessible volume for the counterions in the box.

The osmotic pressure is calculated for increasing values of DNA-DNA distance separation $\ell$ as illustrated in Figure 4.14 The box size is changed accordingly with the DNA distance to simulate the bundle expansion at a large scale given the PBC conditions. For a given DNA-DNA distance $\ell$, we performed a standard NVT Monte Carlo simulation at $\mathrm{T}=298 \mathrm{~K}$ with an equilibration phase of $5 \times 10^{3} \mathrm{MC}$ cycles and then gather statistics to calculate osmotic pressure during $4 \times 10^{5}$ MC cycles. The counterions have a diameter $d_{c}=1 \AA$. The maximal counterion displacement is restrained in a cubic box of size $0.10 \times L$ during each MC step.

### 4.2.3.3 Influence of counterion charge on DNA lattice stability

We calculated the osmotic pressure for an hexagonal lattice of DNA where counterions of diameter $d_{c}=1 \AA$ are added such that $N_{c}=\frac{240}{q_{c}}$ with $q_{c}=+1,+2,+3$ or $+4|e|$. The osmotic pressures are plotted in Figure 4.15 and are in agreement with the previous calculated effective force
between a pair of DNA molecules with the MAM model. In presence of monovalent counterions, the DNA-DNA interaction is repulsive over the whole range of DNA separation as mentioned in previous studies performed with MC calculations [258, 283], which means that the DNA bundle is unstable with monovalent counterions. On the contrary, when the valency of the counterions is increased, the osmotic pressure is negative and indicate a bundle contraction.

We notice that the profile of osmotic pressures for multivalent counterions do not show a negative minimum associated with repulsion for short distance $\ell$ as displayed for osmotic pressure of DNA bundle calculated with divalent ions in the work of Lyubartsev and Nordenskiöld [258]. First, this fact may come from the pairwise hard core potential we used to model the steric interactions instead of a continuous repulsive potential as used in their studies. Then, the DNA model used in their simulation is closed to the extended cylindrical model (ECM) contrary to the more grooved MAM model we used in our simulations. The presence of the grooves allows more space for counterion motion in the DNA bundle at short DNA-DNA distance as already pointed out by Allahyarov and co-workers from calculation of effective force between a pair of MAM DNA molecules (Figure 4.10 of section 4.2.2.


Figure 4.15 - Osmotic pressure calculated in hexagonal bundle of DNA compacted with counterions of different valencies of diameter $\mathrm{d}_{c}=1 \AA . q_{c}=+1|e|$ (cyan). $q_{c}=+2|e|$ (blue). $q_{c}=+3|e|$ (red). $q_{c}=+4|e|$ (black). The associated errors are given in Appendix C. 2

### 4.2.3.4 Influence of counterion radius on DNA lattice stability

We probe now the effect of counterion radius on the osmotic pressure. We plot in Figure 4.16 the osmotic pressure for divalent counterions by varying the counterion diameter.


Figure 4.16 - Osmotic pressure calculated in hexagonal bundle of DNA condensed by divalent counterions for different counterion diameters. The associated errors are given in Appendix C. 2

When the radius of the counterion is increased, the osmotic pressure increases as well and the bundle becomes unstable for larger lattice step $\ell$. Such trend has been observed for osmotic pressure calculated by Lyubartsev and Nordenskiöld for the series of divalent counterions of the same radius as those used in our simulations. It is expected that counterions of larger radius result in lower electrostatic interactions between DNA-counterions as well as counterions-counterions. The pressure due to the ideal gas term remains constant and the resulting osmotic pressure is thus higher. It has been shown that $\mathrm{Mn}^{2+}$ induces a spontaneous DNA assembly into an ordered phase [284] while $\mathrm{Mg}^{2+}$ does not [285]. Such results indicate a possible link between bundle stability and ion size since the hydrated ionic radius of $\mathrm{Mg}^{2+}(r=2.99 \AA)$ is larger than the hydrated ionic radius of $\mathrm{Mn}^{2+}(r=2.86 \AA)$ [286].

### 4.2.3.5 Conclusion

We performed osmotic pressure calculations to determine the stability of a hexagonal bundle of DNA molecules in presence of counterions of various valency or radius. We show that an increase of
the counterion valency results in a more stable bundle, which is consistent to the trend observed for the effective force calculated in section 4.2.2. Then, we show that an increase in counterion radius destabilizes the DNA bundle. The bundle stability is explained through electrostatic interaction between the DNA molecules and the counterions [258]. Although we do not include water molecules, the inclusion of an hydrated radius for the counterions is a simple path to mimic the effect of water solvent into the minimalistic CG model. Lyubartsev and Nordenskiöld studied also the stability of the bundle in presence of divalent counterions and various salt concentration [258]. In particular, they study the influence of salt of monovalent anions and either monovalent and divalent cations that can be exchanged between the bundle and the supernatant phase by performing independent grand canonical MC simulations in the bundle and in bulk at constant chemical potential. A significant fraction of salt is released in the supernatant phase upon bundle formation, contributing to stabilize the bundle because of the resulting osmotic pressure exerted by salt on the DNA bundle.

### 4.3 Self-Assembly of DNA mediated by nanoparticles

The interaction of DNA with simple ions has been widely simulated in the past years, but it is generally more difficult to study DNA interactions with more complicated and/or charged compaction agents, especially if Monte Carlo simulations are used given that it requires the implementation of specialized moves (see section 3.2.3.2). We will use the simple rigid model of AuNP presented in section 4.1.2 First, we will study the interaction of AuNPs with a single fixed DNA. Then, we will calculate the effective force between a pair of DNA molecules mediated by various amount of AuNPs. Finally, the osmotic pressure of a DNA bundle compacted by AuNPs will be calculated. Despite the various phases that DNA-AunP bundle could form, we will consider only hexagonal and quadratic DNA lattices.

### 4.3.1 Aggregation of nanoparticles on a single fixed DNA

In this section, we perform a first set of Monte Carlo simulations to study the interaction of AuNPs with a single fixed DNA. For various $R_{+/-}$ranging from 0.50 to 1.50 , we characterize the repartition of the AuNPs on the DNA molecule. In most of the simulation, monovalent counterions of the DNA and of the AuNPs will be present in the simulation box. The assembly of AuNPs on

DNA has been studied by Komarov and co-workers [263] in a similar way but for a simpler model of AuNP. Altough simulations involving a single DNA appear to be minimalistic, it already reveals some important features about interactions and behavior between DNA and AuNPs.

### 4.3.1.1 Methods

We insert a single fixed DNA molecule at a center of the $x O y$ plane and parallel to the $z$ axis of a cubic box of side $L=510 \AA$ which represents 15 DNA helical turns (i.e. 150 bps ). The DNA is then neutralized with monovalent counterions (cations) of diameter $3 \AA$. The resulting system is equilibrated through a NVT run for $10^{4}$ Monte Carlo cycles.

Then, various amount of AuNPs with their associated negative counterions (anions) of diameter $3 \AA$ are randomly inserted in the box. For each system, a subsequent NVT MC simulation at $T=298 K$ is performed for $2 \times 10^{5} \mathrm{MC}$ cycles. At each MC step, we randomly pick a particle to be displaced. If an ion is picked, we apply a simple displacement in the simulation box (see section 3.2.3.1 , whereas a translation or a rotation can be performed with the same probability if a AuNP is chosen. In the latter case, a collective move is performed (see section 3.2.3.3) on the chosen AuNP and its surrounding ions located in a radius $R_{\text {Gold }}=15 \AA$ around the gold core center. The simulations are performed at constant density of DNA $\left(2.2 \times 10^{-6}\right.$ phosphates $\left./ \AA^{3}\right)$.

Due to the use of PBCs, we are simulating an infinitely long DNA molecule (i.e no end effecs are present). We summarize the simulations that we performed for different models of AuNP and different ratio $R+/-$ in Table 4.1.

Remark: For the case $R_{+/-}=1.00$ when the number of DNA phosphate charges is exactly the same as those carying by the AunPs present in the system, we perform also a simulation without the DNA and AuNP counterions.

We provide a description of the analysis to characterize the evolution and the equilibrium of each system.

- We set criteria to determine whether an ion or an AuNP is adsorbed on the DNA. We distinguish between adsorption on the strand and in the grooves to calculate the number of adsorbed species on the DNA. In the case of the AuNPs, we consider adsorption on the strand if the center of the gold core is comprised in a region delimited by a height $\xi=3.4$

Table 4.1 - Table summarizing the different species present in the simulation box. Each line represents a simulation with a given number of AuNPs, cations and anions.

| AuNP model | $R_{+/-}$ | AuNP | Cations | Anions |
| :--- | :---: | :---: | :---: | :---: |
| 6 ligands | 0.50 | 25 | 300 | 150 |
|  | 0.75 | 37 | 300 | 222 |
|  | 1.00 | 50 | - | - |
|  | 1.00 | 50 | 300 | 300 |
|  | 2.00 | 100 | 300 | 600 |
|  | 3.00 | 150 | 300 | 900 |
| 12 ligands | 0.50 | 12 | 300 | 144 |
|  | 0.75 | 19 | 300 | 228 |
|  | 1.00 | 25 | - | - |
|  | 1.00 | 25 | 300 | 300 |
|  | 2.00 | 50 | 300 | 600 |
|  | 3.00 | 75 | 300 | 900 |
| 30 ligands | 1.00 | 10 | - | - |
|  | 1.00 | 10 | 300 | 300 |
|  | 2.00 | 20 | 300 | 600 |
|  | 3.00 | 35 | 300 | 900 |

$\AA$ centered on the DNA phosphate groups and from a width to the phosphates surface of $\delta=2+d_{A_{N} P} / 2 \AA$ where $\mathrm{d}_{A_{N} P}=23 \AA$ is the value of the AuNP diameter that comprised the shell of ligands. An AuNP is adsorbed in the minor groove if the center of the AuNP falls in the minor groove of height $\xi=10.2 \AA$ and is separated from the DNA core cylinder of $\delta=2+d_{A_{N} P} / 2 \AA$. An AuNP is adsorbed in the major groove of height $\xi=17.0 \AA$ in the same manner. The adsorption of small ions on the DNA are calculated in the same way as those for AuNPs excepted that $\mathrm{d}_{A_{N} P}$ is replaced by $\mathrm{d}_{i o n}=1.5 \AA$.

- We calculate the coordination number function (CN) of the different species $i$. The CN is defined radially from the DNA axis. We project first the coordinates of each species in the $x O y$ plane and we calculate the radial distribution function defined as:

$$
\begin{equation*}
g_{i}(r)=\frac{1}{\rho_{s}} \sum_{j=0}^{N s} \frac{\delta(r)}{\pi r^{2}} \tag{4.31}
\end{equation*}
$$

where $r$ is the radial distance from the DNA center, $\rho_{s}$ is the density of species $s$. The coordination number is expressed by integrating the radial distribution function to find the cumulated number of particles of species $s$ from a radial distance r of the DNA axis:

$$
\begin{equation*}
C N_{i}(r)=\rho_{s} \int_{0}^{\frac{L}{2}} \pi r^{\prime 2} g_{i}\left(r^{\prime}\right) d r^{\prime} \tag{4.32}
\end{equation*}
$$

The radial distribution and the coordination number are calculated until $L / 2$ in order to avoid double counting of particle of species $s$ because of PBCs. The coordination number $\mathrm{CN}_{A u N P}(r)$ (and by extension $\left.\mathrm{g}_{A u N P}(r)\right)$ takes into account the center of mass of the nanoparticle.

- The charge compensation 13 is defined as the radial integrated charge over the simulation box. The term $q_{A u N P}$ denotes the charge carried the AuNPs.

$$
\begin{equation*}
\theta(r)=|e|\left[-C N_{\text {phos }}(r)+C N_{\text {cation }}(r)-C N_{\text {anion }}(r)+q_{A u N P} \times C N_{A u N P}(r)\right] \tag{4.33}
\end{equation*}
$$

- One way to calculate the species distribution around the DNA has been proposed by Abascal and Montoro [287] and is called "helical projection" in the $x O y$ plane. Each ion or AuNP is projected onto the nearest base pair in a spiral staircase fashion. The helical projection required 2 coordinates. The first one is the radial coordinates $\rho$ defined from the DNA center as shown in Figure 4.17. The projection on the DNA can be done either by moving along the $z$ axis from a distance of $\delta z$ or along the axial distance to the strand from a corresponding angle $\delta \phi$. We used the latter representation and we obtain the helical representation ( $\rho, \delta \phi$ ) from the former cylindrical coordinates ( $\rho, \phi, \mathrm{z}$ ) with the following relationship

$$
\begin{equation*}
\delta \phi=\frac{360}{L} z-\phi \tag{4.34}
\end{equation*}
$$

with $L$ the pitch of the DNA molecule. It is possible to express the helical projection in terms of cartesian coordinates

$$
\left\{\begin{array}{l}
x=\rho \cos (\delta \phi)  \tag{4.35}\\
y=\rho \sin (\delta \phi)
\end{array}\right.
$$



Figure 4.17 - Coordinates used to calculate the helical projection. For a particle $A$ of coordinates $\left(\rho_{A}, \phi_{A}, \mathrm{z}_{A}\right)$ in the cylindrical basis, the helical projection requires only two coordinates which are $\rho_{A}$ and $\delta \theta$ or $\delta$ z. Picture adapted from ref. [287] (The Journal of chemical physics, 1998, 109, 6200-6210, Figure 2, Copyright 1998 with permission from AIP Publishing).

- The characterization of the AuNP-AuNP distance is estimated with the following procedure performed at each MC step. When the system is in its equilibrium state, we consider only the AuNPs adsorbed on the DNA. For each AuNP adsorbed on the DNA molecule, we determine the closest other AuNP adsorbed on the DNA and we calculate the associated distance along DNA long-axis $z$ separating this two AuNPs corresponding to the index $k$ defined as:

$$
\begin{equation*}
k=\operatorname{int}\left(\frac{z}{\delta z}\right) \tag{4.37}
\end{equation*}
$$

where $\operatorname{int}(x)$ stands for the integer part of the real $x$ and $\delta z=2 \AA$.

The histogram is then normalized by the total number of counts and MC cycles. The highest probability corresponds to the most probable distance between the adsorbed AuNPs. The AuNPs adsorption on the fixed DNA will depend both of the AuNP charge and the amount of AuNPs present in the system.

### 4.3.1.2 Adsorption of AuNPs on the DNA molecule

After the insertion of the AuNPs and the associated counterions, the AuNPs progressively adsorbed on the DNA molecule. This process induces a change in the electrostatic energy of the system because of the adsorption of positive AuNPs on the negative DNA but also a variation of the entropy through the release of DNA positive counterions from the DNA surface that participate in the increase of translational entropy of the system.

We present snapshots of the several equilibrated systems (also without DNA and AuNPs counterions) for $R_{+/-}=1.00$ in Figure 4.18 where all the AuNPs are adsorbed on the DNA molecule. At a first sight, the aggregation is characterized by a regular distribution observed for every model of AuNP along the DNA molecule due to their electrostatic repulsion. In order to highlight the AuNP condensation associated with the release of the cations from the DNA, we calculated the number of absorbed species at the DNA surface through the simulation run for the systems presented in Table 4.1. First, we study the number of AuNPs adsorbed on the DNA as a function of $R_{+/-}$. The results are presented in Figure 4.19. For each model of AuNP, there is a complete aggregation of AuNPs on the DNA for $R_{+/-} \leq 1.00$, which means that at the isoelectric point, the DNA phosphate charges are totally neutralized by the AuNPs.

For higher number of AuNPs present in the system, it is possible to aggregate more AuNP on the DNA until a limit is reached. This phenomenon called overcharing may be explained by the electrostatic repulsion of the remaining AuNPs in the bulk that push AuNPs into available space on the DNA. Indeed, correlations between AuNPs make possible to aggregate around $\times 56-57$ or $\times 36$ 37 AuNPs if we consider respectively the 6 -AuNP and 12 -AuNP model, when $R_{+/-}$is increased up to 2.00 or 3.00 . Although similar conclusion emerges for the aggregation of the $30-\mathrm{AuNP}$, it seems that more particles can be aggregated on the DNA given that the adsorption curve did not reach a plateau at the end of the simulation. The acceptance rate for adsorbing a nanoparticle becomes very low and the system equilibration time becomes very large compared to the sampling


Figure 4.18 - Equilibrated systems containing either 6 -AuNPs, 12 -AuNPs or 30 -AuNPs at $R_{+/-}=$ 1.00. All the AuNPs has been adsorbed on the fixed DNA. The small cations are in green and the small anions are in grey.
time accessible with our direct MC simulations.

In the same way, we present the evolution of adsorbed cations on the DNA in Figure 4.20 When the number of AuNPs increases in the simulation, the number of cations adsorbed on the DNA decreases as well. The number of cations absorbed is the same whenever the 6 -AuNPs or the 12 -AuNPs are present in the system. However, for $R_{+/-}=1.00$, more cations are adsorbed for the 30-AuNP model (around 40 cations) due to the larger available space between adsorbed AuNPs on the DNA (Figure 4.18).

We probe the adsorption of the AuNPs and ions on the DNA and their overall distribution throughout the simulation box by calculating the coordination number (CN) defined from equations 4.32 and 4.31 The results are presented for systems containing the 12-AuNP nanoparticles in Figure 4.21 The CN function for cations (top) vanishes at short distance when $R_{+/-}$increases due to a higher number of 12 -AuNPs adsorbed on the DNA (bottom). For $R_{+/-}=2.00-3.00$, the flat profile from a radial distance of $20-100 \AA$ for the 12 -AuNP CN reveals that most of the AuNPs that remain in bulk are located after a distance of $100 \AA$ from the DNA core. Instead, this region of the simulation box is occupied by anions (up to $\times 150$ anions within a cylindrical region of radius $100 \AA$, middle picture). These features may reveal a possible emergence of successive layers of alternate charges, to be discussed in the following section.


Figure 4.19 - Adsorbed AuNPs on DNA for different $R_{+/-}$. Top) Systems with 6-AuNPs. Middle) Systems with 12-AuNPs. Bottom) Systems with 30-AuNPs.

### 4.3.1.3 Density of AuNPs and ions in the vicinity of the DNA

In this section, we probe more precisely the distribution of the different species around the DNA. We used equations 4.344 .35 and 4.36 to draw the helical projection of each species in the $x O y$ plane of the DNA. In figure 4.22 the helical projection is presented for mobile species in system characterized by a ratio $R_{+/-}=1.00$.


Figure 4.20 - Adsorbed cations on DNA for different $R_{+/-}$. Top) Systems with 6-AuNPs. Middle) Systems with 12-AuNPs. Bottom) Systems with 30-AuNPs.

We focus on the distribution of cations (top, Figure 4.22). We remark that the different density profiles depend implicitely on the adsorption of other species in the systems. The cation density is


Figure 4.21 - Coordination number (CN) of the different species for systems containing the 12AuNP model, for various $R_{+/-}$ratios. The minimal approach distance of the 12 -AuNPs center from the DNA axis is $\sim 12 \AA$.
higher in the minor groove in all cases and we distinguish clearly the shape of DNA [287]. However, in the major groove, the density profile of cations vanishes when more AuNPs are present in the system (Figure 4.18) which implies that most of the AuNPs are adsorbed in the major groove. Indeed, we calculated the density profile of AuNPs presented in the middle set of maps in Figure 4.22 and found that the distribution is the highest in the major groove. The spatial density distribution of nanoparticles in the major groove is narrower (in both radial and perpendicular directions to the


Figure 4.22 - Helical projection in the $x O y$ plane of the species density in the vicinity of the DNA molecule for systems with $R_{+/-}=1.00$. The index " $\mathbf{m}$ " indicates the minor groove, " $\mathbf{M}$ " the major groove and " $\mathbf{S}$ " the phosphate positions. Top) Helicial distribution of cations. Middle) Helical distribution of AuNP. Bottom) Helical distribution of anions. The helical projection is given in number of particles per $\AA^{2}$.

DNA surface) for the 30 -AuNPs than for 6 -AuNPs and 12 -AuNPs due to several reasons. From an energetic point of view, the 30-AuNP model contains more ligands that favor stronger electrostatic interactions with the close phosphates: a MC step aiming to displace the 30-AuNP along the DNA would be more likely rejected because of the unfavorable energy change. From a structural point of view, the $30-\mathrm{AuNPs}$ are bulkier than the 12 -AuNPs and the 6 -AuNPs because of the larger number of ligands that cover the gold core: there would be more interpenetration between the adsorbed $30-\mathrm{AuNPs}$ and the DNA if a MC step to attempt displacement or rotation of the $30-\mathrm{AuNPs}$ is performed. Finally, the anion distribution around the DNA molecule is shown at the bottom of Figure 4.22 The anion density remains low in the DNA vicinity. The presence of the 6 -AuNP does
not influence the anion distribution around the DNA due to its low charge density. When the charge of the AuNP is increased, an outer layer made of AuNP negative counterions emerges in the major groove.

### 4.3.1.4 DNA overcharging effect

We calculated the charge compensation using the equation 4.33 to probe the influence of the adsorbed AuNPs, cations and anions on the DNA effective charge experienced at a given radial distance, as shown in Figure 4.23 The charge compensation is positive at short distance at $\sim$ $8.5 \AA$ due to cations populating grooves and strand of the DNA molecule. After this maximum, a drop is observed due to the integrated density of DNA negative phosphate groups located at a radial distance $r=8.9 \AA$ from the DNA center. When $r$ is progressively increased, the effective charge increases and for excess of AuNPs $\left(R_{+/-}=2.00-3.00\right)$ not only the AuNPs compensate the DNA charge, but exceed it resulting in opposite values of integrated charge (charge inversion) at some distance and apparition of layers of opposite charges. It is important to remark that the onset of overcharging effect begins even for $R_{+/-}=1.00$, with some monovalent cations remaining adsorbed on DNA in addition to the totality of the AuNPs that compensate exactly the DNA charge (see $R_{+/-}=1.00$ without counterions). We notice that for systems containing the $30-$ AuNPs, there is a drop of the charge compensation near the DNA surface (blue curve for $R_{+/-}=$ 1.00 ), because anions tend to bind to the $30-\mathrm{AuNP}$ outer surface. It has been shown that rodlike polyelectrolytes like DNA can undergo a charge reversal in presence of an excess of condensed multivalent counterions both experimentally [102] or through numerical simulations [15, [13]. In our systems, this positive overcharging arises with the condensation of AuNPs while a second layer associated to the reversal charge around $r=150 \AA$ is due to the attracted anions that screen the first layer of AuNPs adsorbed on the DNA [288]. The correlations between AuNP-AuNP lead to depletion of cations from the DNA surface that induces the charge inversion [288].

### 4.3.1.5 Distribution of AuNP on the DNA

We estimated the distance along DNA long-axis between closest adsorbed AuNPs by calculating the corresponding normalized histogram of the consecutive AuNP distance. We performed such analysis only for the systems that contain 6 -AuNPs and 12 -AuNPs. The systems with the $30-$


Figure 4.23 - Left) Charge compensation $\theta(\mathrm{r})$ versus distance from the DNA core for systems with different model of AuNP at different $R_{+/-}$. Right) Zoom of the charge compensation $\theta(\mathrm{r})$.

AuNPs did not display satisfactory results due to two reasons. First, there is fewer 30-AuNPs than 12 -AuNPs or 6 -AuNPs at the same $R_{+/-}$ratio. Consequently, more MC steps are required to obtain good statistics. The other reason comes from the higher charge density of the $30-\mathrm{AuNP}$. As soon as the $30-\mathrm{AuNPs}$ are adsorbed on the DNA, the large unfavorable variation of electrostatic potential energy renders a MC move attempt to unbind a nanoparticle unlikely. The histograms are presented in Figure 4.24


Figure 4.24 - Normalized histograms of the distance along DNA long-axis between closest AuNPAuNP adsorbed on the DNA. Top) Systems that contain 6-AuNPs Bottom) Systems that contain 12-AuNPs.

Let us focus on the histogram of the distance along DNA long-axis between closest 6 -AuNPs adsorbed on the DNA in Figure 4.24 top picture. The peak for each histogram represents the most probable distance along DNA long-axis between closest adsorbed 6 -AuNPs. In the case $R_{+/-}=$ 1.00 , the presence of the DNA and AuNPs counterions does not modify the histogram profile and the most probable distance for both cases is $10 \AA$. At equilibrium, $\times 50$ AuNPs are adsorbed on the DNA of length $L=510 \AA$, for an AuNP-AuNP distance of $\frac{510}{50}=10.2 \AA$. It means on average that the AuNPs are evenly spaced along the DNA as shown also on the snapshot of the system on left, Figure 4.18 Such configuration is adopted by the 6-AuNP due to a minimization of electrostatic energy through correlation of AuNP-AuNP adsorbed on the DNA.

For $R_{+/-}=0.50-0.75$, the histograms present a broader distribution for the $z$-distance between consecutive AuNPs. Since fewer AuNPs are adsorbed on the DNA, they experienced a weaker
electrostatic repulsion. However, there is still a preferred distance between consecutive AuNPs of $14 \AA$ for $R_{+/-}=0.75$. This is in agreement with an evenly spaced disposition of the AuNPs along the DNA that would give an interspace distance of $\frac{510}{37} \approx 13.8 \AA$. At $\mathrm{R}_{+/-}=2.00-3.00$, a higher number of 6 -AuNPs are adsorbed on the DNA than in systems at $\mathrm{R}_{+/-}=0.50-0.75$ so that correlations between adsorbed 6 -AuNPs become more important and induce collective motion of 6 -AuNPs along the DNA molecule. For that reason, the distributions of interspacing distance between AuNPs adsorbed on DNA are narrower than in systems with lower amount of AuNPs with a most probable distance of $\sim 8 \AA$. Because of the weaker 6 -AuNP density on the DNA for systems at $\mathrm{R}_{+/-}=0.50-0.75$, the electrostatic repulsions between 6 -AuNPs are weaker and the motion of the 6 -AuNPs adsorbed on the DNA are less coupled with each other as shown from the broader distribution of $z$-distance between consecutive adsorbed AuNPs.

The results for systems containing the 12 -AuNPs are presented on the bottom picture in Figure 4.24 At the isoelectric point $\left(R_{+/-}=1.00\right)$, the histograms display a maximum at $\sim 20 \AA$ that matches the spacing distance of $\frac{510}{25}=20.4 \AA$ if the 12 -AuNPs are evenly spaced along the DNA.

For $R_{+/-}=0.50-0.75$, the distribution is broader. In addition to a fewer number of $12-$ AunPs adsorbed on DNA compared to the simulations involving the 6 -AuNP model, a layer of anions adsorb at the surface of the 12 -AuNPs due to their higher charge density and screen the AuNP-AuNP repulsion. Such effect can disturb the distribution of the 12-AuNP along the DNA.

The systems with an excess of 12 -AuNPs behave in a way similar than those with an excess of 6 -AuNPs. The histograms present the same type of pattern for $R_{+/-}=2.00-3.00$ due to a saturation of the DNA by 12 -AuNPs. For such cases, the most probable consecutive distance is $14 \AA$ which is equivalent to the distance of $\frac{510}{36} \approx 14.2 \AA$ separating the adsorbed $\sim 3612$-AuNPs (Middle picture of Figure 4.19).

### 4.3.1.6 Conclusion

We performed MC simulations on systems made of a single fixed DNA with different models of AuNP and in presence of their respective counterions. We confirm through our simulations that multivalent AuNPs adsorb on the DNA and induce the ejection of the positive DNA counterions. An excess of AuNPs leads to the overcharging of DNA surface and the onset of appearance of an effective charge forming layers of alternate sign as a function of the radial distance from the DNA
center. Consequently, only a finite amount of AuNPs can adsorb on the DNA and the AuNP-AuNP correlations result in an evenly spaced repartition of the AuNPs along the DNA. Such configuration has been observed experimentally in linear assembly of AuNPs electrostatically organized on DNA molecule by Warner and Hutchison [7] or DNA origami by Julin and co-workers [146]. The direct MC simulations highlight the spontaneous evolution of the systems, i.e. the AuNPs adsorption on DNA in presence of counterions but further analysis are required to characterize quantitatively this evolution as well as the role of counterions.

### 4.3.2 Effect of counterions on the adsorption of AuNP on DNA molecule: PMF calculations

The effect of counterions on the adsorption of AuNPs on the DNA is quantitatively determined in this section. In general, ions play essential roles in polyelectrolyte solutions being able to greatly modified the effective interactions between polyelectrolytes [107]. It has been shown that Coulomb repulsion between like-charge polyelectrolytes can be weakened by the screening of monovalent ions [16]. However, until recently [289], less attention has been paid to interaction between oppositively charged polyelectrolytes and this motivates calculation of the potential of mean force (PMF) between an AuNP and a DNA molecule in presence of various amount of salt. In particular, we want to highlight the effect of small ions on the adsorption of AuNPs on the DNA molecule.

### 4.3.2.1 Methods

The systems are prepared in the following way. We retrieve a final configuration corresponding to the equilibrated system that contains the $\times 1030$-AuNPs adsorbed on the 15 -turn DNA obtained in absence of their respective counterions (section 4.3.1).

Table 4.2 - Systems for which the PMF is calculated.

| AuNP model | $R_{+/-}$ | AuNP | Cations | Anions |
| :--- | :---: | :---: | :---: | :---: |
| 30 ligands | 1.00 | 10 | - | - |
|  | 1.00 | 10 | 75 | 75 |
|  | 1.00 | 10 | 150 | 150 |
|  | 1.00 | 10 | 300 | 300 |

The decorated DNA with the 30 -AuNPs is then placed in a new orthorhombic box of side 510 $\AA \times 102 \AA \times 510 \AA$ along the $z$ axis so that the DNA cylinder is at the position $(51 \AA, 51 \AA)$ in the
$x O y$ plane. Then, we select a $30-\mathrm{AuNP}$ adsorbed on the DNA molecule so that this $30-\mathrm{AuNP}$ can be pull out from the surface along the $x$ direction that defines the reaction coordinate. We apply the umbrella sampling method to obtain the PMF profile (in fact desorption) of the 30-AuNP on a DNA in presence of different amount of monovalent salt ions of diameter $3 \AA$ randomly inserted in the simulation box (Table 4.2. We extract the variation of the Helmholtz free energy along $O x$ direction defined as $\Delta F(x)$ from a series of biased MC simulations.


Figure 4.25 - Histogram of the biased distributions of the 30-AuNP along the reaction coordinate $O x$ defined between the DNA center and the 30-AuNP gold core.

For each PMF calculated, biased simulations are performed every $2 \AA$ along a separation distance between the DNA core and the $30-\mathrm{AuNP}$ core ranging from 16 to $96 \AA$. The value of the harmonic constant used for the biasing harmonic potential is $C=5 \mathrm{~kJ} / \mathrm{mol}$ which provides a good overlapping between the biased distributions of independent biased simulations (Figure 4.25). Biased simulations are performed during $2 \times 10^{5} \mathrm{MC}$ cycles at temperature $T=298 \mathrm{~K}$. If an ion is picked, we apply a simple displacement in the simulation box whereas a translation or a rotation can be performed with the same probability if an AuNP is chosen. A collective move is performed when a $30-\mathrm{AuNP}$ with its ionic cloud is either rotated or translated. The $30-\mathrm{AuNP}$ to be pulled out from the DNA can rotate but only translate along the reaction coordinate.

### 4.3.2.2 Result

The PMFs for the adsorption of a $30-\mathrm{AuNP}$ on the DNA already decorated with the other $\times 9$ AuNPs is calculated for various amount of monovalent salt.


Figure 4.26 - A) PMF as a function of the distance between the DNA core and the 30-AuNP core. Cation:anion refers to the number of salt ions in the system. B) Variation of the internal energy U of the system when the $30-\mathrm{AuNP}$ is pushed away from the DNA.

As plotted in Figure 4.26 picture A), the PMFs between the $30-A u N P$ and the DNA are always attractive and the attraction is weakened by increasing the number of ions in the box which induced a higher screening of the interaction between the DNA and the 30-AuNP. Similar trend has been found for calculated PMF with MC simulations and supported by Poisson-Boltzmann theory for a system composed of oppositively charged nanoparticles in presence of their counterions [289]. Simulations are performed at constant temperature $T=298 \mathrm{~K}$ and the PMFs give the variation of Helmhotlz free energy $\Delta F$ between the unbinding and binding state such that $\Delta F=\Delta U-T \Delta S$ where $\Delta U$ is the internal energy (sum of the electrostatic energy and kinetic energy that remain constant in our closed systems) of the system and $T \Delta S$ corresponds to the entropy contribution for the variation of free energy. We plot the variation of internal energy for each window of the different systems on picture B) of Figure 4.26. In absence of salt ions, the contribution to the free energy $\Delta F$ comes from the variation of the electrostatic energy of the system (= variation of the internal energy $U$ of the system, black line of picture B) associated with the displacement of the 30 -AuNP along the reaction coordinate and 30 -AuNPs adsorbed on DNA. When significant amount of salt is present in the system, the variation of internal energy is minor and we deduce that the change of free energy between the unbinding and binding state $\Delta F<0$ comes from the variation of entropy $(-T \Delta S<0 \Leftrightarrow \Delta S>0)$. Hence, when the 30 -AuNP nanoparticle moving along the reaction coordinate approaches the surface of the DNA, there is a release of salt anions adsorbed on the nanoparticle as well as salt cations adsorbed on DNA as shown in Figure 4.27

This ion depletion contributes to an increase of the translational entropy of the system and is the highest for the system with the lowest amount of salt ( $\times 75$ pairs of ion salt) because the fraction of ions released in the box is the highest. Consequently, the adsorption of the $30-\mathrm{AuNP}$ is driven by the increase of entropy in presence of salt ( $\Delta F \approx 280,200$ and $150 \mathrm{~kJ} / \mathrm{mol}$ respectively with 75 , 150 and 300 salt pairs in the system) while in absence of salt, the variation of electrostatic energy explains the adsorption of the $30-\mathrm{AuNP}$ on the DNA ( $\Delta F \approx 650 \mathrm{~kJ} / \mathrm{mol}$ ).

Our results are in qualitative agreement with experiments where adsorption of multivalent cations such as spermidine ${ }^{+3}$ at the DNA surface is associated by the the realease of small monovalent DNA counterions increasing the translational entropy of the system [290].


Figure 4.27 - Entropy-driven exchange between AuNP and ions upon 30-AuNP adsorption.

### 4.3.2.3 Conclusion

We calculated the PMFs associated to the adsorption of a $30-$ AuNP on a DNA decorated with $\times 9$ other 30 -AuNPs (isoelectric point, $R_{+/-}=1.00$ ) with various amount of monovalent salt ions. The calculated PMFs are in qualitative agreement with the PMF between oppositively charged nanoparticles in presence of monovalent ions calculated in a previous work through MC simulations [289]. We demonstrated also that the adsorption of the 30-AuNP on the DNA may be driven by an entropic gain through release of small salt ions. However, we observed that the 30 -AuNP moving along the reaction coordinate did not rotate as soon as it was adsorbed on the DNA. This trend
could be associated to a loss of rotational entropy which would be minor compared to the increase of translational entropy associated with the release of salt ions.

### 4.3.3 Redissolution of AuNPs from a single fixed DNA with excess of salt

In the previous section, we confirmed that the spontaneous adsorption of AuNPs on the DNA is weakened when the amount of monovalent ions is increased due to a lower fraction of released ions that increase the entropy of the system. For a high amount of ions in the box, the free energy associated with the adsorption of AuNP would decrease so that thermal fluctuations dominate the spontaneous adsorption. In other term, an excess of ions my help in desorbing the AuNPs from the DNA. The influence of salt on the interaction of DNA with AuNPs is studied for different salt cation valency and at different concentrations.

### 4.3.3.1 Methods

From the previous set of simulations, we selected a final equilibrated configuration from a simulation performed at $R_{+/-}=1.00$ in presence of the 6 -AuNPs but without the counterions of the DNA and nanoparticles (section 4.3.1). For that case, all the $\times 506$-AuNPs in the system are adsorbed on the DNA. We inserted randomly in the same simulation box containing the DNA and the 6 -AuNPs a salt $\mathrm{XA}_{n}$ composed by a cation and an anion denoted respectively by X and A . The subscript $n$ refer to the number of anions and the valency of the cation.

Table 4.3 - Summary of the different type and amount of salt inserted in the DNA-AuNP systems.

| Salt | Cations | Anions | $C_{s}(\mathrm{mMol} / \mathrm{l})$ |
| :--- | :---: | :---: | :---: |
| XA | 500 | 500 | 6.25 |
|  | 1000 | 1000 | 12.50 |
|  | 1500 | 1500 | 18.75 |
| $\mathrm{XA}_{2}$ | 500 | 1000 | 6.25 |
|  | 1000 | 2000 | 12.50 |
|  | 1500 | 3000 | 18.75 |
| $\mathrm{XA}_{3}$ | 500 | 1500 | 6.25 |
|  | 1000 | 3000 | 12.50 |
|  | 1500 | 4500 | 18.75 |

The evolution of each system presented in Table 4.3 is probed through a NVT run at $T=298$ $K$ of $4 \times 10^{4} \mathrm{MC}$ cycles. The diameter of the inserted salt ions is $d_{+/-}=3 \AA$. The MC moves
consist of a translational move for simple ions and a combination of collective translational and rotational cluster move for an AuNP. We performed some of the analysis that has been detailed in the section 4.3.1 In particular, we will study the adsorption of the different species and their distribution in the vicinity of the DNA.

### 4.3.3.2 Effect of the salt on the adsorption of AuNPs on DNA

We study the effect of salt at different concentrations and different valency for the salt cation on the adsorption of the 6 -AuNP on the DNA. The amount of 6 -AuNPs and cations adsorbed on the DNA as a function of MC cycles are displayed in Figure 4.28. The monovalent salt has a limited effect on the adsorbed 6-AuNP on the DNA. The correlations between monovalent cations are weak at the DNA surface compared to cations of higher valency. From Figure 4.28 top left, it is obvious that monovalent salt AX cannot compete to unbind the 6 -AuNPs from the DNA. Indeed, there is only a partial desorption of the 6 -AuNPs in the range of studied salt concentration. This observation is in agreement with PMF calculated between similar nanoparticles of opposite charge $(\mathrm{Z}=+|12| \mathrm{e})$ in presence of small monovalent cations and anions. Even at $C_{s}=0.3 \mathrm{Mol} / \mathrm{l}$ of ions in the box, the PMF predicts attraction between the two nanoparticles with a variation of Helmholtz free energy of $\approx 4 \mathrm{k}_{B} \mathrm{~T}$ [289]. When the valency of the cation is increased, the number of 6 -AuNPs adsorbed on the DNA progressively drops. For a salt of divalent cation and monovalent anion $\mathrm{XA}_{2}$, around half of the adsorbed 6-AuNP are detached from the DNA molecule as seen in Figure 4.28 middle left. If the valency of the cation is increased to +3 , all the 6 -AuNPs are ejected to the bulk. (Figure 4.28 bottom left). When the ion valency increases, more salt cations are adsorbed on the DNA as observed in Figure 4.28, right column. Indeed, it is shown thanks to PMF calculations that for a given valency of opposite charged nanoparticles $(Z=+|12| e)$, a concentration of 10 $\mathrm{mMol} / \mathrm{l}$ of divalent cations and divalent anions have the same effect as $300 \mathrm{mMol} / \mathrm{l}$ of monovalent cations and anions on the PMF [289].

Along this line, it is expected in our systems that an increase in the cation charge or the salt concentration will weaken the spontaneous adsorption of AuNPs resulting in a competion between AuNP and cations to bind on the DNA. Competition between cations of different valency to bind on DNA has been widely studied. It has been possible to identify by electronic microscopy the ionic species in the vicinity of a DNA fragments [291]. Comparison has been made between the
competitive association of $\mathrm{Mg}^{2+}$ and $\mathrm{Na}^{+}$on a single 24 base-pairs DNA. It has been shown that a much higher concentration of $\mathrm{Na}^{+}$is required to replace half of the $\mathrm{Mg}^{2+}$ atmosphere around the DNA ( $88 \mathrm{mMol} / \mathrm{l}$ of $\mathrm{Na}^{+}$vs $5 \mathrm{mMol} / \mathrm{l}$ of $\mathrm{Mg}^{2+}$ ). Conversely, a concentration of $0.5 \mathrm{mMol} / \mathrm{l}$ of $\mathrm{Mg}^{2+}$ is sufficient to replace half of the $\mathrm{Na}^{+}$atmosphere at concentration of $20 \mathrm{mMol} / \mathrm{l}$. Such results have been later confirmed with MD simulations [292] performed with an atomistic model of DNA.


Figure 4.28 - Left) Adsorbed 6-AuNPs through NVT MC simulations. Right) Adsorbed salt cations through NVT MC simulations.

### 4.3.3.3 Density of cations in the vicinity of the DNA

We performed supplemental analysis to probe the distribution of the species in the vicinity of the DNA when the salt is added in the system and compete with the 6 -AuNPs for adsorption. We used the equations 4.344 .35 and 4.36 to construct the helical projection of the cations on the DNA plane for concentration of salt $C_{s}=18.75 \mathrm{mMol} / \mathrm{l}$ equivalent to 1500 cations in the system. The results are presented in Figure 4.29


Figure 4.29 - Helical projection of the cations on the $x O y$ plane. Left) Helical projection for monovalent cations for the salt AX. Middle) Helical projection for divalent cations for the salt $\mathrm{AX}_{2}$. Right) Helical projection for trivalent cations for the salt $\mathrm{AX}_{3}$. The helical projection is given in number of particles per $\AA^{2}$.

When the valency of the cation is increased the density of cations in the vicinity of the DNA grows as well. When the cation is monovalent, the minor groove is more populated as it was previously mentioned in section 4.2.1.2 We notice that it is also unlikely that the cations will populate the major groove since this region is already occupied by the 6 -AuNPs. When the valency of the cation is increased, the minor groove and the strands are mostly occupied.

### 4.3.3.4 Conclusion

The desorption of 6-AuNPs from a rigid fixed DNA molecule has been studied in presence of various amount of salt of different valencies. We have shown that a high salt concentration as well as high cation valency promote the desorption of the 6 -AuNPs from the DNA. Salt weaken the spontaneous attraction of 6-AuNP to DNA as supported by the series of PMFs calculated in section 4.3 .2 by allowing thermal fluctuations to detach the 6 -AuNPs from the DNA major groove. In addition, correlations induce the adsorption of multivalent cations in the minor groove and on the strands. This effect might also contribute to repel the 6 -AuNPs from the DNA.

### 4.3.4 Effective force between a pair of DNA

We considered in the previous section the interaction of AuNPs with a single DNA. Although we studied the distribution/interaction of AuNPs of different charges with a fixed MAM DNA model, from now we are interested in the effect of AuNPs on the interaction between two DNA molecules.

We study the effective force between two DNA molecules in presence of AuNPs in the same manner as the forces calculated in section 4.2.2 The effective force will be calculated for AuNPs of various charges and different amount of small monovalent ions and will give insight about a possible condensation of DNA by the AuNPs.

### 4.3.4.1 Methods

We consider two DNA in the same configuration as in section 4.2.2.1 The only difference is that the box size is switched from $L=102 \AA$ to $L=204 \AA$. Despite the higher charge carried by the AuNPs, we still want to have a significant amount of AuNPs in the box to perform proper sampling of the system within an affordable computation time. Consequently, each DNA in the simulation box contains only 60 basis pairs, which is equivalent to 6 helical turns. In addition to the fixed DNA placed in the box at positions $P_{1}\left(x_{1}, \frac{L}{2}\right)$ and $P_{2}\left(x_{2}, \frac{L}{2}\right)$ corresponding to a distance between the DNA molecule of $\ell=\left|x_{1}-x_{2}\right|$, we randomly insert monovalent cations, anions and AuNPs. We will consider only AuNPs with 6 or 12 ligands. The table 4.4 describes the different investigated systems.

Remark: We will not consider systems with 30-AuNPs because for the range of considered $R_{+/-}=0.50-1.50$, only $\times 4$-12 30-AuNPs are present in the system and we could not obtain a proper sampling for the configurations of 30 -AuNPs around the DNA in a reasonable time with our direct MC simulations.

The ions have a diameter of $3 \AA$ and each system is equilibrated during a $N V T$ run of $5 \times 10^{4}$ Monte Carlo cycles. Then, we perform an additional production run of $10^{6}$ cycles to extract the effective force acting between the pair of DNA. At each MC step a trial translational move is performed if an ion is randomly chosen while a translational or a rotational collective move is performed to displace an AuNP and its surrounding cloud of ions within a radius of $R_{\text {Gold }}=15$

Table 4.4 - Composition of simulated systems. Each line represents a simulation with a given number of AuNPs and monovalent ions.

| AuNP model | $R_{+/-}$ | AuNP | Cations $\left(N_{c_{+}}\right)$ | Anions $\left(N_{c_{-}}\right)$ |
| :--- | :---: | :---: | :---: | :---: |
| 6 ligands | 0.50 | 20 | 240 | 120 |
|  | 1.00 | 40 | - | - |
|  | 1.00 | 40 | 240 | 240 |
|  | 1.50 | 60 | 240 | 360 |
| 12 ligands | 0.50 | 10 | 240 | 120 |
|  | 1.00 | 20 | - | - |
|  | 1.00 | 20 | 240 | 240 |
|  | 1.50 | 30 | 240 | 360 |

$\AA$ around the gold core. The translational move is characterized by a maximum displacement in a box of side $0.10 \times L$. We denote respectively by $c_{+}$and $c_{-}$the cations and the anions, and by $n_{+}$the positive charges carried by the ligands of the nanoparticles. The total number of cations is $N_{c_{+}}$and the total number of anions is $N_{c_{-}}$while $N_{n_{+}}$is the total number of ligands in the system. We recall that the effective force $\mathbf{F}$ acting on one DNA is the sum of four contributions:

$$
\begin{equation*}
\mathbf{F}=\mathbf{F}_{1}+\mathbf{F}_{2} \tag{4.38}
\end{equation*}
$$

The term $\mathbf{F}_{1}$ is the force exerted by the phosphate groups of one DNA on the phosphate groups of the other DNA given by equation 4.21 of section 4.2.2.1

The second term $\mathbf{F}_{2}$ represents the Coulomb interaction between the cations $l$ and the phosphate groups $k$ of the DNA:

$$
\begin{equation*}
\mathbf{F}_{2}=-\sum_{k=1}^{N_{p}}\left(\left\langle\sum_{l=1}^{N_{c_{+}}} \vec{\nabla}_{\mathbf{r}_{k}^{p}} V_{p c_{+}}\left(\left|\mathbf{r}_{k}^{p}-\mathbf{r}_{l}^{c_{+}}\right|\right)\right\rangle\right) \tag{4.39}
\end{equation*}
$$

where $\mathbf{r}_{j}^{i}$ is the position of the different charges in the box. The index $j$ denotes the $\mathrm{j}^{\text {th }}$ particle of species $i$.

The third term $\mathbf{F}_{3}$ represents the Coulomb interactions between the anions $l$ and the phosphate groups $k$ of the DNA:

$$
\begin{equation*}
\mathbf{F}_{3}=-\sum_{k=1}^{N_{p}}\left(\left\langle\sum_{l=1}^{N_{c_{-}}} \vec{\nabla}_{\mathbf{r}_{k}^{p}} V_{p c_{-}}\left(\left|\mathbf{r}_{k}^{p}-\mathbf{r}_{l}^{c_{-}}\right|\right)\right\rangle\right) \tag{4.40}
\end{equation*}
$$

The fourth term $\mathbf{F}_{4}$ represents the Coulomb interactions between the positive charges $l$ carried by AuNPs and the phosphate groups $k$ of the DNA:

$$
\begin{equation*}
\mathbf{F}_{4}=-\sum_{k=1}^{N_{p}}\left(\left\langle\sum_{l=1}^{N_{n_{+}}} \vec{\nabla}_{\mathbf{r}_{k}^{p}} V_{p n_{+}}\left(\left|\mathbf{r}_{k}^{p}-\mathbf{r}_{l}^{n_{+}}\right|\right)\right\rangle\right) \tag{4.41}
\end{equation*}
$$

The forces are projected along the $O x$ axis on which are disposed the DNA. We perform a MC simulation and calculate the effective force every $6 \AA$ for a separation distance $\ell$ between the two parallel DNA ranging from $24 \AA$ to $96 \AA$.


Figure 4.30 - Typical snapshots of a simulation for different DNA-DNA separation distance $\ell$. The cations are represented as green small beads while the anions are represented by grey small beads. Left) Separation distance of $42 \AA$. Middle) Separation distance of $30 \AA$. Right) Separation distance of $24 \AA$.

Remark: In practice, the effective force calculation is done "on the fly" for the 2 DNA molecules. This trick allows to sample two times the effective force for better statistics.

### 4.3.4.2 Results

The effective force exerted between the pair of DNA in presence of various amount of ions and AuNPs is plotted in Figure 4.31 A positive (respectively negative) force indicates attraction (respectively repulsion) between the pair of DNA. The magnitude of the effective force is $\times 4$ higher for systems containing 12 -AuNPs than those containing 6 -AuNPs because they carry a highest charge resulting in a highest attraction.


Figure 4.31 - Effective force between the DNA molecules calculated for the systems presented in Table 4.4 The force is normalized according to $F_{o}=\frac{k_{B} T}{P}$ where $P=34 \AA$ is the DNA pitch length. Top) Effective force calculated in presence of 6-AuNPs. Bottom) Effective force calculated in presence of $12-A u N P s$.

In order to further explain the profile of the effective forces presented in Figure 4.31 we split
the effective force into each species contribution: the electrostatic force induced by the other DNA phosphate groups, the electrostatic force induced by cations and anions as well as those induced by the AuNPs (Figure 4.32). The values of the effective force and each species contribution as well as error calculations are given in Appendix C.3

At a large distance between the DNAs $(\ell \sim 72-96 \AA)$, the effective force is negligeable due to the AuNPs and free ions that screen the mutual DNA-DNA electrostatic repulsion. When the DNA molecules are approaching each other, there is a repulsive force for a separation distance of $\ell=66-72 \AA$ to $\ell=42-48 \AA$ (excepted for the systems at $R_{+/-}=0.50$ ) where an unstable equilibrium position appears for systems characterized by $R_{+/-}=1.00-1.50$ (green circles at $\ell=$ 42-48 $\AA$ (Figure 4.31). The unstable equilibrium position corresponds to the onset of attraction between the pair of DNA.

For closer DNA-DNA distance, the effective force is positive and maximum for a separation distance of $\ell=30-36 \AA$. At such distance, the AuNPs preferentially re-arrange to intercalate themselves between the DNA molecules, resulting in creation of bridges and attraction between the 2 DNA molecules as illustrated in Figure 4.30, middle picture.

At shortest separation distance $(\ell=24 \AA)$ the effective force drops to negative values for all cases which corresponds to repulsion between the DNA molecules excepted for the effective force calculated with 12 -AuNPs $\left(R_{+/-}=0.50\right)$. In the latter case, fewers 12 -AuNPs are present in the box and more DNA monovalent counterions participate in the attraction between the DNAs (blue curve of picture A), Figure 4.32. The DNA are close enough to impede intercalation of AuNPs as shown in Figure 4.30, right picture. The AuNPs still bind with the two DNA molecules by intercaling in the strand formed when the DNA are very closed to each other.

There is a stable equilibrium position between the DNA molecules comprised between $\ell=24$ $\AA$ and $\ell=30 \AA$ which would corresponds to a close-packed arrangement of AuNPs intercalated between the DNA molecules (blue circles, Figure 4.31. Further effective force calculation are required to determine with precision this equilibrium distance. It is also likely that in a direct simulation, the DNA molecules decorated with the AuNPs would be free to approach each other and assemble so that the distance separating the DNA would correspond to the equilibrium distance. However, For a low number of AuNPs in the box $\left(R_{+/-}=0.50\right)$, the effective force is always positive which means that attraction between the decorated DNA with AuNPs happen at larger


Figure 4.32 - Contribution of every species to the effective force for systems containing 12-AuNPs. In red, we plotted the intensity of the electrostatic force between the DNA molecules for comparison. The force between the AuNPs and the DNA is represented in orange while the forces caused by the cations and the anions are represented respectively in blue and green.
distance than in system at $R_{+/-}=1.00-1.50$ where attraction between the DNA arises much $\operatorname{closer}(\ell=42-48 \AA)$.

The contribution of each species to the effective force are given in Figure 4.32 for systems with 12-AuNPs. The electrostatic force between the DNA and AuNPs is the main attractive contribution to the effective force and is maximum around $\ell=30 \AA$. For small separation distance, it is clear that the AuNPs cannot intercalate between the pair of DNA but instead bind in the strand made by the gathering of the DNA so that the force drops for all cases (orange curves). This allows the cations to populate more the region between the DNA molecules given that the interaction (blue curves) increases at this range.

The general trend observed for the effective force intensity around $\ell=30 \AA$ corresponds to an increase in the order $R+/-=1.50<R+/-=1.00$ (with ions) $<R+/-=0.50$, as observed in Figure 4.31 At this distance, the contribution of the AuNPs to the effective force is respectively $209.8 F_{o}, 206.2 F_{o}$ and $211.7 F_{o}$ for $R_{+/-}=0.50,1.00,1.50$. The contribution of the cations to the effective force is respectively $15.3 F_{o}, 3.3 F_{o}$ and $-3.7 F_{o}$ for $R_{+/-}=0.50,1.00,1.50$. The AuNPs segregate cations from region between the DNA molecules. We notice also that cations destabilize the bridges made by the AuNPs around $\ell=30 \AA$ since at $R_{+/-}=1.00$, the effective force induced by the AuNPs in presence of small ions is lower than in absence of small ions.

At higher separation distance $(\ell=42-72 \AA)$, the effective force is negative for $R_{+/-}=1.00$ - 1.50 (Figure 4.31. For systems characterized by $R_{+/-}=0.50$ and 1.00 , the cations compete with the AuNPs in the region between the 2 DNAs as shown in plots A and C of Figure 4.32 The cations populate the region between the DNAs at the expense of the AuNPs as observed by the fall of the electrostatic force (in orange) induced by the AuNPs and the growth of the force (in blue) induced by the cations. At $R_{+/-}=1.00$ and in absence of small ions, the force induced by the AuNPs is weaker than the repulsion between the DNA because the AuNPs spread on the DNAs due to their mutual repulsion resulting in a lower electrostatic attraction (plot B in Figure 4.32). In excess of AuNPs, e.g. at $R_{+/-}=1.50$, the presence of anions (green line) at the surface of the highly charged 12-AuNPs results in an overall negative force and thus repulsion between DNA molecules (plot D, Figure 4.32).

### 4.3.4.3 Conclusion

The effective DNA-DNA interaction has been calculated in presence of AuNPs and explicit ions. We have shown that AuNPs induce DNA aggregation through bridges since the effective force is
positive and maximum at short distance $(\ell=30 \AA)$ and is associated with existence of a stable equilibrium in the range of $\ell=24-30 \AA$. The DNA monovalent positive counterions participate to the DNA mutual attraction at $R_{+/-}=0.50$. However, for $R_{+/-}=1.00$, a higher amount of AuNPs are present in the system and compete with cations to intercalate between the DNA molecules. At excess of AuNPs $\left(R_{+/-}=1.50\right)$ the negative co-ions (the counterions of AuNPs) destabilize the DNA pair formation by adsorbing on the AuNPs located in the region between the DNA molecules.

### 4.3.5 Osmotic pressure calculation in hexagonal and square DNA phases

In the previous section, we have calculated the effective force mediated by AuNPs between a pair of aligned DNA molecules and conclude that it is possible to induce attraction through bridges made by positive AuNPs. It has been shown that generic systems of oppositively charged "rod-like" and "sphere-like" objects are able to form bundle driven mostly by electrostatics interactions [62, 280]. For instance, positive multivalent lyzozymes can condensate F-actin by creating "bridging" sites. Along this line, we probe the possibility to form a DNA bundle mediated by AuNPs by calculating the net osmotic pressure. Given that the coarse-grained DNA model is completely rigid, we will study the mechanical stability of a bundle where the DNA molecules form a hexagonal or square lattice. The osmotic pressure calculation should give some hint about the preferred crystal structure adopted by the DNA molecules in presence of AuNPs. The effect of monovalent salt on the bundle stability will be also considered.

### 4.3.5.1 Methods

The DNA bundle is represented as an assembly of fixed DNA molecules in either square or hexagonal crystal packing. Each simulation box for both cases contains 4 DNA molecules packed with their long axis along the z-axis. Each DNA is effectively an infinite molecule due to application of PBCs and we thus simulate an infinite DNA bundle that model a phase separation between a DNA precipitate and the supernatant phase. If we denote by $\ell$ the distance separation between DNA molecules, the orthorhombic computational box sides are for a square lattice:

$$
\left\{\begin{array}{c}
L_{x}=2 \ell  \tag{4.42}\\
L_{y}=2 \ell \\
L_{z}=3 P
\end{array}\right.
$$

where P represents one DNA helical turn. In a similar way, each side of the orthorhombic computational box when DNA molecules are forming a hexagonal lattice (see section 4.2.3) is defined as:

$$
\left\{\begin{array}{c}
L_{x}=2 \ell  \tag{4.45}\\
L_{y}=\sqrt{3} \ell \\
L_{z}=3 P
\end{array}\right.
$$

The free moities that evolve around the fixed DNA molecules are the AuNPs and the monovalent positive or negative salt ions. We calculate the osmotic pressure for bundle of DNA in presence of 6 -AuNPs or 12 -AuNPs playing the role of compaction agents. The osmotic pressure is calculated for each lattice type at different DNA-DNA spacing $\ell$.

Remark: The bundle stability will be studied at the isoelectric point $R_{+/-}=1.00$ where we can make the reasonable assumption that all the AuNPs remain in the DNA bundle and do not escape in the bulk (supernatant phase). Such a hypothesis can not be made for the free ions.

In presence of free ions, the procedure to calculate the osmotic pressure is more complicated that for the case presented in section 4.2.3. In practice, the DNA bundle can exchange ions with the supernatant phase. This effect should be taken into account for the calculation of the osmotic pressure. We detail the procedure below.

- At a fixed salt concentration in the bundle and for a given DNA-DNA spacing $\ell$, we performed a standard NVT MC simulation with an equilibration phase of $5 \times 10^{3} \mathrm{MC}$ cycles and then gather statistics to calculate quantities of interest during $\times 10^{6} \mathrm{MC}$ cycles.
- We calculate the osmotic pressure in the bundle $\Pi_{\text {bundle }}$ and the chemical potential of the salt by using the Widom insertion technique as described in section 3.2.5
- Setting the chemical potential of salt in the bulk to its value obtained previously in ordered DNA phase, we perform a grand canonical Monte Carlo simulations to mimic the bulk containing salt in equilibrium with the ordered DNA phase [293] through $20 \times 10^{6} \mathrm{MC}$ steps. For each step, there is equal probability to displace a cation/anion in the box or insert/delete a couple of cation/anion to preserve electroneutrality
- The relative osmotic pressure [281 is defined by:

$$
\begin{equation*}
\Pi_{r e l}(\ell)=\Pi_{\text {bundle }}(\ell)-\Pi_{\text {bulk }}(\ell) \tag{4.48}
\end{equation*}
$$

A positive value of $\Pi_{r e l}$ indicates a mechanically unstable DNA bundle whereas a null or negative value of $\Pi_{r e l}$ corresponds to a mechanically stable/metastable or contracting DNA bundle.

Remark: In the case of a simulation without added ions, the bulk osmotic pressure vanishes $\left(\Pi_{b u l k}=0 \mathrm{~Pa}\right)$ and the bundle stability is given from the osmotic pressure in the bundle.

We summarize in Table 4.5 the different systems to be simulated. Snapshots of the system with 6-AuNPs without added ions are presented in Figure 4.33

Remark: We do not consider bundle stability in presence of 30-AuNPs. Only 8 nanoparticles are needed to neutralize the DNA phosphate charges, which is too low to have a reasonable statistics when osmotic pressure is calculated. It is possible to

Table 4.5 - Summary of the different species present in the DNA bundle for which the osmotic pressure is calculated at a given concentration of monovalent salt $C_{s}$.

| AuNP model | $R_{+/-}$ | AuNP | $C_{s}(\mathrm{mMol} / \mathrm{l})$ |
| :--- | :---: | :---: | :---: |
| 6 ligands | 1.00 | 40 | - |
|  | 1.00 | 40 | 30 |
|  | 1.00 | 40 | 60 |
|  | 1.00 | 40 | 120 |
| 12 ligands | 1.00 | 20 | - |
|  | 1.00 | 20 | 30 |
|  | 1.00 | 20 | 60 |
|  | 1.00 | 20 | 120 |

remove this constraint either by considering a bigger lattice with more DNA molecules or by extending the number of cycles of the MC simulation.

The salt ions have a diameter of $3 \AA$ and for each system presented in Table 4.5 a set of canonical NVT simulation in the bundle is performed for discrete values $\ell$ of DNA-DNA distance. At each MC step a trial translational move is performed if an ion is randomly chosen. A translational or rotational collective move is performed to displace an AuNP and its surrounding ions in a radius of $R_{\text {Gold }}=15 \AA$ around the gold core.


Figure 4.33 - A) Snapshots of hexagonal DNA lattice with a view in the $O y$ (left) and $O z$ (right) directions. B) Snapshots of square DNA lattice with a view in the $O y$ (left) and $O z$ (right) directions.

### 4.3.5.2 Results

The relative osmotic pressure $\Pi_{r e f}$ for each system of Table 4.5 is plotted in Figure 4.34 The values of the osmotic pressure and error calculations are given in Appendix C.4 The calculation of the osmotic pressure is done from a minimum DNA-DNA distance of $\ell=32 \AA$. For smaller values of $\ell$, it was impossible to insert properly or displace the AuNPs in the DNA lattice. We focused first on the systems without added salt. The relative osmotic pressure for the DNA hexagonal or square bundle containing 6 -AuNPs is always negative, indicating that the bundle is always contracting. At large distance $\ell$, the DNA molecules are far away from each other and their electrostatic interaction also vanishes. When the distance $\ell$ is reduced, the osmotic pressure increased as the AuNPs make bridge between the DNA molecules. The same conclusions hold for lattices of DNA which contain the 12 -AuNPs without added salt, at the exception that at a distance $\ell \approx 57 \AA$, the osmotic pressure is constant but slightly positive. This effect is due to the mutual repulsion of the highly charged 12-AuNP located on the same DNA and resulting in higher fluctuations of the osmotic pressure. Our observations are in qualitative agreement with osmotic pressure calculation reported in the literature for hexagonal systems of negatively-charged rodlike F-actin filaments condensed by lyzozymes proteins of charge $+5|\mathrm{e}|$ or $+9|\mathrm{e}|$ [279], where a negative osmotic pressure indicates a bundle formation of actin-Lyzozyme. However, the pairwise hard core potential used in our MC simulations prevents the investigation of bundle stability under a certain step of the DNA bundle because of interpenetration between DNA and gold nanoparticles. In ref. [279], a Lennard-Jones potential is used to model short range interaction instead of hard core pairwise potential such that at short lattice step, there is a strong repulsion between F-actin filaments and lyzozymes. It results in an increase of the osmotic pressure allowing the determination of a stable equilibrium that verifies $\Pi_{r e f}=0$ and $\frac{\partial \Pi_{r e f}}{\partial V}<0$.

When salt is added into the bundle, the osmotic pressure is shifted towards positive values. Addition of monovalent salt destabilizes the bundle and we notice that the salt bulk osmotic pressure $\Pi_{\text {bulk }}$ is not sufficient to compensate the effect of the salt present in the DNA lattice, resulting in a higher osmotic pressure $\Pi_{\text {bundle }}$ even for a concentration of $C_{s}=30 \mathrm{mMol} / \mathrm{l}$. For a high lattice step, the relative osmotic pressure remain positive but decreases because of the large amount of salt ion in the bundle. In presence of salt, we notice that there is an equilibrium


Figure 4.34 - Difference of osmotic pressure $\Pi_{r e l}$ for systems presented in Table 4.5 where DNA molecules can adopt either a square or hexagonal lattice.
position $\ell_{e q}$ when $\Pi_{r e l}=0$ atm., but this position is unstable because $\frac{\partial \Pi_{r e f}}{\partial V}>0$. In other words, an infinitesimal increase of the DNA-DNA distance $\ell$ would result in an increase of the relative osmotic pressure as well and the bundle will become unstable. The unstable equilibrium position separate two regions; for $\ell<\ell_{e q}$, the osmotic pressure is negative and there is spontaneous assembly of DNA and AuNPs while for $\ell>\ell_{e q}$, the higher amount of salt impede the formation of the bundle. The higher the salt concentration is in the bundle, the lower $\ell_{e q}$ is.

It is instructive to link the repartition of the AuNPs and the salt in the bundle as a function of the DNA-DNA separation distance $\ell$. Along this line, we calculated the ionic densities in the hexagonal DNA bundle (Figure 4.35 condensed by 12 -AuNPs for $\ell=32 \AA$ ( $\Pi_{r e l}=-6.78 \mathrm{~atm}$.) and $\ell=40 \AA\left(\Pi_{r e l}=0.93 \mathrm{~atm}.\right)$. The 12 -AuNPs adopt a threefold coordination with DNA (top picture, left of Figure 4.35 when the bundle is contracted at its minimal DNA interdistance $\ell=32 \AA$. In a similar way, a stable hexagonal F-actin bundle condensed with lyzozymes of charge $+9|\mathrm{e}|$ adopting a three-fold conformation with the F-actin has been investigated with MD simulations [279]. When the lattice expands, 12 -AuNPs adopt a twofold coordination with the DNA (top picture, right
of Figure 4.35 which sustain that the structure is dominated by electrostatic interactions, as previously mentioned through MD simulations performed on actin-lyzozyme hexagonal bundle 62.

Further analysis of the salt repartition in the bundle give insight about the influence of salt ions on the bundle stability. The cation distribution reveals that cations are mostly localized around the DNA molecules (middle picture, left of Figure 4.35) and when the bundle expands, the number of cations is increasing in the simulation box because the concentration $\mathrm{c}_{\text {salt }}$ is fixed. The cations rearrange also around the DNAs as observed by the higher intensity of the cation distribution (middle picture, right of Figure 4.35). The destabilization of the bundle at the DNADNA distance $\ell=40 \AA\left(\Pi_{r e l}=0.93 \mathrm{~atm}\right.$.) can be explained by the cations that induce screening of the electrostatic interactions between DNA and the 12-AuNPs. On the other way, the anion distribution is rather homogeneous at shortest DNA-DNA distance (top picture, right of Figure 4.35 but when the bundle expands, the anions are relocalized at the positions where 12 -AuNPs formed three-fold coordination with the DNA molecules.

### 4.3.5.3 Conclusion

The osmotic pressure in hexagonal and square lattice of aligned DNA in presence of AuNPs has been calculated for different concentrations of monovalent salt. Without added salt, it has been shown that a self-assembly of DNA-gold nanoparticles can appear in the frame of our coarsegrained model of rigid DNA and gold nanoparticles. Such self-assembly is electrostatically driven and negative rodlike DNA will condense with positively charged gold nanoparticles in order to minimize the overall electrostatic interaction.

When salt is added, the bundle is found to be less stable irrespective of the charge of the nanoparticles and the DNA lattice geometry. For large values of DNA-DNA interdistance $\ell$ and at any of the salt concentration investigated, the difference between the osmotic pressure in the bundle and in the bulk is positive and reveals that a self-assembly will not emerge spontaneously in presence of salt for DNA molecules. A possible reason for such a loss of stability may come from the cations which concentrate around the DNA molecules and weaken the overall electrostatic interaction by disturbing the brigdes formed between the DNA and the nanoparticles.


Figure 4.35 - Projection of the ionic densities in the $x O y$ mid-plane for the hexagonal bundle of DNA condensed with 12 -AuNPs. The distributions are calculated for a salt concentration of $\mathrm{c}_{\text {salt }}$ $=120 \mathrm{mMol} / \mathrm{l}$. Left) Ionic densities in the hexagonal DNA bundle for a DNA interdistance $\ell=$ $32 \AA$. Right) Ionic densities in the hexagonal DNA bundle for a DNA interdistance $\ell=40 \AA$. We display the salt anion, salt cation and AuNP densities in particle $/ \AA^{2}$.

Our results are consistent with experimental observations for which well-ordered self-assembled structures made of cationic gold nanoparticles and different rodlike rigid polymers like DNAorigami [146] or tobacco mosaic virus [294] can form through a progressive decrease of monovalent salt $(\mathrm{NaCl})$ initially present in excess in the solution.

Unfortunately, we cannot determine with our calculations whether a square or hexagonal DNA bundle would emerge from the self-assembly process of DNA and AuNP as we found similar osmotic pressure profile for both cases. It would be required to perform direct simulations with free DNAs molecules allowed to translate or rotate in the simulation box to investigate the structure that
can result from self-assembly process. However, One has to remember that DNA is a flexible polyelectrolyte chain so that in experiments involving self-assembly processes of DNA and AuNPs [7] [143, the bundle do not display crystallic arrangement. Our model with rigid DNA is not realistic but allows to derive important results regarding possible self-assembly process between DNA and AuNPs.

## CHAPTER 5

## Self-assembly in PEDOT:PSS solution by addition of ionic liquids for conductivity enhancement.
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In this chapter, we aim to probe the ionic exchange between PEDOT:PSS and ionic liquid (IL) EMIM:X in explicit water through molecular dynamics (MD) simulations performed for different atomistic models of PEDOT:PSS. First, we explore the morphology of aqueous PEDOT:PSS solutions. Then, ion exchange between PEDOT:PSS and EMIM:X is predicted through free energy
calculations using the umbrella sampling technique and we confirm design principles established through DFT calculations [201] that the IL anion X must satisfy in order to perform the most efficient ionic exchange. Finally, we confirm such ionic exchange at a larger scale by performing direct (i.e. non biased) MD simulations by inserting the IL and relaxing aqueous PEDOT:PSS solutions [11].

The electronic degrees of freedom are not taken into account in the latter approach and thus the electronic transport properties of PEDOT:PSS cannot be determined directly through classical MD simulations. However, we will link PEDOT:PSS morphology obtained from MD simulations at the nanoscale level to the change of morphology associated with improvement of electric transport properties of PEDOT:PSS at the macroscopic scale (see chapter 2 section 2.2.3.2.

### 5.1 Choice of molecular model

In experiments (see chapter 2 section 2.2.3.2, the aqueous solutions of PEDOT:PSS to be treated with IL [11, 12] contain longer PSS chains than PEDOT chains (section 2.2.2.2. In general, it is challenging to simulate long polymers at large scale with non biased MD simulations due to slow relaxation of polymer conformations [295]. We introduced different atomistic models of PEDOT and PSS to be used in subsequent simulations that avoid this drawback, at the expense of a fully realistic representation of the studied systems.

### 5.1.1 Atomistic models for PEDOT:PSS

The minimal model chosen to represent the PEDOT polymer is a trimer of EDOT (tri-EDOT) according to previous reports [296, 163] that only one positive charge is carried over at least three EDOT units of p-doped PEDOT while the minimal model for PSS is p-toluenesulfonate (PTS, the monomer unit of PSS). A representation of the minimal model of PEDOT:PSS denoted by tri-EDOT:PTS is shown in Figure 5.1

We present the OPLS-AA force field parameters describing atomic interactions for the triEDOT:PTS model in Appendix D. 1 This model is not very realistic but is a suitable first step model to capture at a larger scale the ion exchange predicted by DFT calculations using the same minimal representation of PEDOT:PSS [201, 11]. Larger-size PEDOT:PSS models are proposed


Figure 5.1 - Minimal model of PEDOT:PSS used in the MD simulations. Top) Tri-EDOT cation carrying a charge $+|\mathrm{e}|$. Bottom) PTS anion carrying a charge $-|\mathrm{e}|$. Color code for atoms: Hydrogen(white), carbon(cyan), sulfur(yellow) and oxygen(red).
(Figure 5.2) to probe the influence and consequences of longer chains on the ionic exchange by using a 6 -unit EDOT oligomer (6EDOT) and substituting the PTS monomer by a 16 -unit SS oligomer (16SS).


Figure 5.2 - Larger-size model of PEDOT:PSS used in the MD simulations. Top) 6EDOT cation carrying a charge $+2|\mathrm{e}|$. Bottom) PTS anion carrying a charge $-16|\mathrm{e}|$. Color code for atoms: Hydrogen(white), carbon(cyan), sulfur(yellow) and oxygen(red).

We perform MD simulations for different combinations of PEDOT or PSS models:

- A first set of simulations involving the tri-EDOT:PTS model,
- a second set of simulations involving the tri-EDOT:16SS model,
- a last set of simulations involving the 6EDOT:16SS model.


### 5.1.2 Atomistic models for ionic liquids

We will discuss the effect of EMIM:X IL on the morphology of PEDOT:PSS with MD simulations by using an atomistic model for IL (Figure 5.3). The IL anion designed by X and used
in experiments can be chloride ion $(\mathrm{Cl})$, ethylene sulfonate (ES), tricyanomethanide ( TCM ) or tetracyanoborate (TCB). An additional hypothetical anion to be involved in our simulations and predicted to be a promising candidate for conductivity enhancement is heptacyanocyclopentanide (HCCP, see chapter 2 section 2.2.3.2). The force-field parameters for IL are given in Appendix D. 2 and D. 3


Figure 5.3 - Imidazolium based ionic liquid EMIM:X.

### 5.2 Morphology of aqueous solution of PEDOT:PSS

We first probe morphology of aqueous solutions of PEDOT:PSS without added ionic liquids. It has been recognized that the morphology of PEDOT:PSS is one of the major factor that affect its transport properties [297, 298, 299]. A structural characterization of PEDOT:PSS films using grazing incidence wide angle X-ray scattering (GIWAXS) combined with transmission electron microscopy reveal highly crystalline domains of 3-10 stacked chains surrounded by amorphous matrix [300, 167. However, these characterizations cannot reveal an exact microscopic picture of the PEDOT:PSS morphology such as position of the counterions or local structure at the nano-scale level. As a consequence, MD simulations of aqueous PEDOT:PSS solutions aimed to provide possible answers given that conjectures about the material morphology are based on indirect evidences based on optical and transport measurements (see chapter 2 section 2.2.3.2).

Based on the atomistic MD simulations of PEDOT:PTS previously performed by FrancoGonzalez and Zozoulenko [301], we aim to simulate aqueous solutions containing different models of PEDOT:PSS (section 5.1.1. MD simulations of aqueous PEDOT:PSS solutions represent a required step to further study the influence of IL on the equilibrated PEDOT:PSS systems.

### 5.2.1 Methods

Each system is prepared by inserting PEDOT and PSS or (PTS) at random positions and orientations in a cubic simulation box of 6 nm side length corresponding to a size larger than each oligomer size, followed by solvation in water. Each water molecule is described with the SPC/E model [302. We apply the steepest descent algorithm on each system containing 20,000 atoms to avoid steric clashes and equilibriate systems for 30 -ns NVT run at 293 K using the Berendsen thermostat. Then, $30-\mathrm{ns}$ NPT run is performed at 1 atm using the Parrinello-Rahman barostat and at $293 K$ using the Nose-Hoover thermostat to achieve the equilibration and perform analysis on the resulted morphology. Most of the simulation details and OPLS-AA FF parameters (Appendix D.1) are taken from the previous work of Franco-Gonzalez and Zozoulenko [301] excepted the atomic charge parameters obtained from electrostatic-potential-fitted (ESP) charges through DFT calculations performed on isolated moieties [201]. Long-range electrostatic interactions are handled with the particle mesh Ewald method as implemented in GROMACS MD package.

Table 5.1 - Different models of PEDOT:PSS in solution with the number of each moieties inserted in a cubic simulation box of 6 nm sidelength.

| Model of PEDOT:PSS | $\mathrm{c}($ PEDOT:PSS in mol/l) |
| :--- | :---: |
| tri-EDOT:PTS | $12: 12(0.10)$ |
| tri-EDOT:16SS | $16: 1(0.13)$ |
| 6EDOT:16SS | $16: 2(0.13)$ |

The different models of PEDOT:PSS and the number of PEDOT and PSS units inserted in the simulation box are displayed in Table 5.1. We perform similar simulations for a larger cubic box of 12 nm in side length involving the same models of PEDOT:PSS (Table 5.2). In these cases $60-\mathrm{ns}$ NVT and $60-\mathrm{ns}$ NPT runs are performed to equilibrate the systems.

Table 5.2 - Different models of PEDOT:PSS in solution with the number of each moieties inserted in a cubic simulation box of 12 nm sidelength.

| Model of PEDOT:PSS | PEDOT:PSS $(\mathrm{c}$ in $\mathrm{mol} / \mathrm{l})$ |
| :--- | :---: |
| tri-EDOT:PTS | $96: 96(0.10)$ |
| tri-EDOT:16SS | $96: 6(0.10)$ |
| 6EDOT:16SS | $48: 6(0.05)$ |

Remark: Commercial aqueous solution of PEDOT:PSS with a ratio PEDOT/PSS of 1:2.5 has a mass fraction of $1.3 \%$ wt equivalent to concentration of $\approx 10^{-2} \mathrm{Mol} / \mathrm{l}$.

It is not possible to reproduce such concentration for our PEDOT:PSS systems given that system size will be rather large and equilibration will be difficult to achieve. Therefore, we decide to work instead at concentration of $0.05-0.13 \mathrm{Mol} / \mathrm{l}$ with the assumption that the increase in density will not have a very significant influence on the resulting self-assembly process.

In order to probe the morphology of the PEDOT:PSS complexes, we will perform the following analysis:

- Cluster analysis for the small PEDOT:PSS systems is performed with a friends-of-friends algorithm finding all the molecules within a distance $r_{c}$ of $4.0 \AA$. We calculate the evolution of the number of PEDOT aggregates and their composition (number of PEDOT units and PTS units).
- In order to probe the PEDOT complex morphology, a specific radial distribution function denoted by $\operatorname{RDF}(\mathrm{C}-\mathrm{C})$ is introduced. For each carbon atom on a given PEDOT backbone, the RDF is calculated so that only the closest backbone carbon atoms of other PEDOT units are taken into account:

$$
\begin{equation*}
R D F(C-C)=\frac{1}{<\rho_{c}>} \frac{1}{\left.<N_{c}\right\rangle} \sum_{i}^{M_{c}} \sum_{j}^{N_{c}} \frac{\delta\left(r_{i j}-r\right)}{4 \pi r^{2}} \tag{5.1}
\end{equation*}
$$

where $<\rho_{c}>$ is the local density of carbon atoms on PEDOT backbone, $N_{c}$ is the number of carbon atoms of PEDOT backbone. For each atom $i$ of carbon backbone, we define $M_{c}$ as the closest backbone carbon atom of other PEDOT and this number is equal to $M_{c}=$ (PEDOT units) - 1. For each backbone carbon atom, we defined a radius r and we denote by $\mathrm{r}_{i j}$ the distance between a backbone carbon $i$ and the closest carbon atom $j$ of another PEDOT unit. The range of $r$ is considered from 0 to half of the box size.

- We estimate the distribution of PTS (or PSS) around PEDOT by calculating the radial distribution function $\operatorname{RDF}(\mathrm{C}-\mathrm{S})$ between the sulfonate group $\mathrm{SO}_{3}$ of PTS (or PSS) and the PEDOT backbone carbon atoms.


### 5.2.2 Morphology of aqueous PEDOT:PSS complexes - small systems case



Figure 5.4 - Final snapshots of the equilibrated small aqueous PEDOT:PSS systems. A) Aqueous solution of tri-EDOT:PTS. B) Aqueous solution of tri-EDOT:16SS. C) Aqueous solution of 6EDOT:16SS. PEDOT chain are represented in blue while PSS/PTS are represented in green.

After random insertion of PEDOT and PSS/PTS chains in the simulation box, equilibration is reached for each system and we observe the local organization of PEDOT chains. Figure 5.4 shows snapshots of the systems at stable (or metastable) equilibrium. The evolution of each system leads to several domains of $\pi-\pi$ stacked PEDOT chains. It reveals that crystal nucleation takes place spontaneously in aqueous solution as it is known for similar polymeric systems [303]. For systems containing short PEDOT chains (tri-EDOT model), there is no connection between the small PEDOT aggregates contrary to the system with extended 6-EDOT chains. Nonetheless, it has been proven through MD simulations that the morphology of PEDOT aggregates is independent of the chain length [301].

In order to quantify the number of PEDOT aggregates through time, we determine the composition of each PEDOT aggregates as defined in section 5.2.1 Cluster analysis performed for the tri-EDOT:PTS system indicates that each cluster is composed of $\times 2$ or $\times 5$ tri-EDOT units and $\times$ 1-4 PTS units (Figure 5.5-A). The clusters appear to be stable (or metastable/dynamically arrested) within our simulation timescale.

At first sight, it appears that PTS small ions disturb the formation of a single tri-EDOT aggregate and this trend is confirmed when PTS is replaced by 16 SS chain leading to several clusters of $\sim \times 9,5,4$ and 2 tri-EDOT units coexisting during the NPT equilibration phase (Figure 5.5-B). However, cluster analysis performed on the 6EDOT:16SS system shows a single large cluster with


Figure 5.5 - Cluster analysis: composition of PEDOT clusters. A) Tri-EDOT:PTS model. B) Tri-EDOT:16SS model. C) 6EDOT:16SS model.
$\times 12$-15 6EDOT chains because longer PEDOT chains interact through $\pi-\pi$ stacking with several other chains simultaneously (Figure 5.5-C). In that case, the resulting morphology is rather a network of PEDOT:PSS than distinct PEDOT clusters aggregated on the PSS chain.

We characterize the local structure adopted by PEDOT chains by calculating the modified RDF(C-C) as shown on Figure 5.6 top. First, the RDF(C-C) curves exhibit sharp peaks at integer values so that $1 \leq d / d_{\pi-\pi} \leq 4$ corresponds to the formation of $\pi-\pi$ stacked crystallites involving at most 4 layers of PEDOT chains. The length of the PEDOT or PSS chains do not have any influence on the $\pi-\pi$ stacking distance $d_{\pi-\pi} \approx 3.65 \AA$ which is close to the value $d_{\pi-\pi} \approx 3.45 \AA$ found by Franco-Gonzalez and Zozoulenko [301] for PEDOT:PTS aqueous systems.

Figure 5.6. bottom plot exhibits spatial distribution of sulfonate group of PTS counterions or PSS chains around the PEDOT aggregates estimated by calculating RDF(C-S). In systems containing the 16 SS chains, the $\mathrm{RDF}(\mathrm{C}-\mathrm{S})$ curves present a peak at the same position ( $\mathrm{r} \approx 9 \AA$ ) but with a higher intensity than the peak obtained for systems containing the PTS anions. As pointed out by Franco-Gonzalez and Zozoulenko [301], this peak is attributed to a location of PTS or PSS unit on the side of the PEDOT crystallites domains. A lower intensity peak located around $\mathrm{r} \approx 4 \AA$ appears in the tri-EDOT:PTS solution corresponds to the preferential binding of free PTS
anions at the top of PEDOT cystallites (face to the tiophene groups of PEDOT).


Figure 5.6 - Top) Radial distribution $\operatorname{RDF}(\mathrm{C}-\mathrm{C})$ between closest PEDOT backbone carbon atoms as defined in section 5.2.1 and calculated for the small aqueous solutions of PEDOT:PSS. Bottom) Radial distribution RDF (C-S) between PEDOT backbone carbon atoms and sulfonate groups $\mathrm{SO}_{3}$ of PTS/PSS calculated for small aqueous solutions of PEDOT:PSS.

Our simulations of small systems of PEDOT:PSS solutions reveal the same behavior than the one reported on PEDOT:PTS systems [301]. In order to validate our observations, we analyze larger systems constituted of similar PEDOT:PSS aqueous solutions.

### 5.2.3 Morphology of aqueous PEDOT:PSS complexes - larger systems case

We probe the effect of system size on the resulting morphology characterics of aqueous PEDOT:PSS solutions. The systems to be discussed in this section are presented in Table 5.2 Snapshots of final tri-EDOT:PTS and tri-EDOT:16SS aqueous systems are presented in Figure 5.7.

Contrary to the tri-EDOT:16SS large system, the tri-EDOT:PTS large system exhibits several extended crystallite aggregates of tri-EDOT. This resulting morphology is in agreement with experiments showing highly-ordered PEDOT:PTS films produced by in situ vapor phase [304, 171]. A PEDOT:PTS film spin-casted in presence of polar solvent has also been reported to exhibits


Figure 5.7 - Final snapshots of the equilibrated large systems of PEDOT:PSS. A) Aqueous solution of tri-EDOT:PTS. B) Aqueous solution of tri-EDOT:16SS.
crystalline morphology [170]. Indeed, small PTS anions would easily distribute around PEDOT chains to neutralize them without interfering in the crystal self-assembly [163].

We calculate again the radial distribution functions $\operatorname{RDF}(\mathrm{C}-\mathrm{C})$ and $\operatorname{RDF}(\mathrm{C}-\mathrm{S})$ to characterize respectively the local morphology of the PEDOT aggregates and the distribution of PTS/PSS around PEDOT. The results are plotted in Figure 5.8

The $\operatorname{RDF}(\mathrm{C}-\mathrm{C})$ plots show the presence of sharp peaks over integer values of $d / d_{\pi-\pi}=8$ corresponding to the existence of extended tri-EDOT domains. On the contrary, $\mathrm{RDF}(\mathrm{C}-\mathrm{C})$ displaying only two and three sharp peaks reveals existence of shorter PEDOT crystallites domains. The RDF(C-S) curves confirm the distribution of PTS/PSS around the PEDOT chains observed previously for small systems of PEDOT:PSS. The only difference involves tri-EDOT:PTS system that shows more significant finite-size effects with the local peak at $r \approx 4 \AA$ that vanishes because most tri-EDOT units form large domains in $\pi-\pi$ stacking and PTS anions have no other choice than interacting with the sides of the tri-EDOT units (left, Figure 5.7). In order to probe the influence of PTS anions or 16SS chains on the formation of PEDOT aggregates, we retrieve the number of PEDOT clusters through the simulations as showns in Figure 5.9

It is clear that several PEDOT clusters are present after equilibration. The systems reach configurations with $\times 4-8$ and $\times 8-16$ tri-EDOT clusters respectively for the tri-EDOT:PTS and the tri-EDOT:16SS systems. The 16SS chains prevent the small PEDOT units to assemble into large domains as shown in right, Figure 5.7.


Figure 5.8 - Top) Radial distribution RDF(C-C) between closest PEDOT backbone carbon atoms as defined in section 5.2.1 and calculated for the large aqueous solutions of PEDOT:PSS. Bottom) Radial distribution RDF(C-S) between PEDOT backbone carbon atoms and sulfonate groups $\mathrm{SO}_{3}$ of PTS/PSS calculated for large aqueous solutions of PEDOT:PSS.

### 5.2.4 Conclusion

Morphology of different PEDOT:PSS solutions has been studied using atomistic molecular dynamics simulations. We confirmed through our simulations the findings of the previous work of Franco-Gonzalez and Zozoulenko [301]. We highlighted that PEDOT chains are aggregated in crystalline domains of $\pi-\pi$ stacked units for which $\pi-\pi$ distance are independent of the PEDOT chain length. PTS counterions are located mostly on the side of PEDOT units. The aqueous simulations of PEDOT:PSS constitute the starting point for further numerical experiments in presence of ILs.

### 5.3 Prediction of ion exchange between PEDOT:PSS/IL

The proposed exchange mechanism between $\mathrm{PEDOT}^{+}: \mathrm{PSS}^{-}$and the imidazolium based IL $\mathrm{EMIM}^{+}: \mathrm{X}^{-}$would result in the screening of electrostatic interactions inducing separation between PEDOT and PSS. This would lead to the emergence of ordered networks of $\mathrm{PEDOT}^{+}: \mathrm{X}^{-}$sur-


Figure 5.9 - Evolution of the number of clusters. Top) Aqueous solution of tri-EDOT:PTS. Middle) Aqueous solution of tri-EDOT:16SS system. Bottom) Aqueous solution of 6EDOT:16SS.
rounded by IL anions.
In this section, we quantitatively evaluate the hypothesis of an ion exchange between PEDOT:PSS and EMIM: X where X refers to the series of anions $\mathrm{X}=\mathrm{Cl}, \mathrm{ES}$, TCM and TCB. A suitable IL anion X in EMIM: X should disrupt properly the PEDOT:PSS attraction and bring the PEDOT units together in order to increase both the mobility $\mu$ through extended PEDOT domains and the charge carrier density $n$ of PEDOT units through X anions. Previous DFT calculations performed in vacuum (gas-phase) on minimal model of PEDOT:PSS and EMIM:X where $\mathrm{X}=\mathrm{Cl}$, ES, TCM, TCB highlighted the design principles that an IL anion should satisfy for proper ion exchange [201]. A bulky, polarizable, hydrophobic but water soluble anion with multiple electronwithdrawing groups would be required. Indeed, based on such principles, the hypothetical anion HCCP has been previously proposed.

In order to confirm the design principles that the anion X should satisfy for both aspects of conductivity enhancement, we determine the free energy of ion exchange $\Delta \Delta G_{x}$ through binding free energy $\Delta G_{b}$ calculated for each separated ion pair using PMF obtained from umbrella sampling
method (US). This approach allows to take into account explicit water solvation effects in contrary to previous gas phase DFT calculations [201, 11]. These simulations take also into account the entropic contributions from the translational, rotational and vibrational degrees of freedom of the ion pair for which free energy is determined along the reaction coordinate. Binding free energies $\Delta G_{b}$ and ion exchange free energies $\Delta \Delta G_{x}$ estimated from this series of PMF calculations, not only confirm the ion exchange free energy calculated through DFT study on the minimal model of PEDOT:PSS but clearly demonstrate the importance of hydrophobicity of the anion X

### 5.3.1 Methods

We perform umbrella sampling simulations to compute the PMF to retrieve the binding free energy $\Delta G_{b}$ of ion pairs. A total of 12 ion pairs are considered as in the previous DFT study corresponding to $\mathrm{EMIM}^{+}: \mathrm{X}^{-}$and tri-EDOT: $\mathrm{X}^{-}(\mathrm{X}=\mathrm{PTS}, \mathrm{Cl}, \mathrm{ES}, \mathrm{TCM}, \mathrm{TCB}$ and HCCP $)$. The bonded and non-bonded OPLS-AA parameters as well as atomic-charge parameters used to compute the electrostatic interactions are given in Appendix $D$


Figure 5.10 - Snapshots of the pulling simulations in the case of tri-EDOT:TCB complexes. Left) Initial configuration. Right) Final configuration.

We retrieve the DFT-optimized geometry of each ion pair and solvate the pair in a tetragonal simulation box ( $40 \AA \times 40 \AA \times 120 \AA$ ); 6442-6452 waters; density $\rho \approx 1.0 \mathrm{~g} / \mathrm{cm}^{3}$, concentration in solute $c=8.6 \mathrm{mMol} / \mathrm{l})$. Then, steepest-descent minimization is performed followed by equilibration during 100 ps constant-pressure (1 bar) and constant-temperature ( 293 K ) NPT MD simulation using the Berendsen weak coupling bath while the heavy atoms of the complex EMIM ${ }^{+}: \mathrm{X}^{-}$or tri-EDOT: $\mathrm{X}^{-}$are harmonically restrained around their equilibrium positions with a force constant of $1,000 \mathrm{~kJ} . \mathrm{mol}^{-1} . \mathrm{nm}^{-2}$.

After equilibration, we remove such constraints and we use the center-of-mass (CM) of EMIM (or tri-EDOT) as a fixed reference for pulling anion X away along the $z$ coordinate at a pulling rate
of $0.1 \AA . \mathrm{ps}^{-1}$ over 500 ps until the final CM-CM distance of EMIM:X (or tri-EDOT:X) reaches 50 A. A typical snapshot of the simulation is given in Figure 5.10

For each ion pair, we performed a series of 200 US simulations over 200 windows properly selected out of the pulling simulation so that successive windows corresponds to a $0.25 \AA$ increment in the distance between CMs of X and the reference cation. The biased simulation for each window consists of 100 ps equilibration and 10 ns production NPT run, which employs the ParrinelloRahman barostat and the Nose-Hoover thermostat and uses leap-frog integration scheme to solve Newton's second law of motion with a timestep of 2 fs . The biased harmonic potential is applied to the CM of X with a force constant of $1,000 \mathrm{~kJ} . \mathrm{mol}^{-1} . \mathrm{nm}^{-2}$.

The total production run to determine binding free energy $\Delta G_{b}$ for an ion pair is thus 2,000 ns and the WHAM method is used to construct the corresponding PMF and to estimate the corresponding standard deviation (see Appendix F.1 from 200 generated PMFs using the Bayesian bootstrap technique described by Hub et al. [305] and implemented in the version 5.1.4 of GROMACS.

### 5.3.2 Ion exchange free energy: PMF calculations

The profiles of the calculated PMFs for tri-EDOT:X and EMIM:X complexes are presented in Figure 5.11 They display local minima when the CM-to-CM separation between the pair is $\approx 4-5$ $\AA$, excepted for EMIM:PTS whose PMF shows a local minimum around $8 \AA$. The snapshots of the complexes taken at the COM-COM distance between anion and cation $\mathrm{R}_{e q}$ corresponding to the minimum of the PMF are displayed in Apendix F.3


Figure 5.11 - PMF curves: tri-EDOT:X (left) and EMIM:X (right).

The difference in height from the plateau (at $54 \AA$; set to zero) to the minimum gives the binding free energy $\Delta G_{b}$ of each ion pair (Table 5.3 in $\mathrm{kJ} / \mathrm{mol}$ ). More negative $\Delta G_{b}$ value implies a more favorable binding. The binding to EMIM is more favorable for TCM than other anions because van der Waals (vdW) short-range interactions are maximum when TCM binds with its planar structure facing EMIM aromatic cycle. The binding energy to the hydrophilic EMIM is in the decreasing order $\operatorname{TCM}(-7.1)>\operatorname{HCCP}(-3.2) \sim \operatorname{ES}(-2.8) \sim \operatorname{PTS}(-2.6) \sim \operatorname{TCB}(-2.6)>\operatorname{Cl}(-1.9)$.

In the case of interaction with the hydrophobic tri-EDOT, the most favorable binding occurs for the charge-dispersed and hydrophobic $\operatorname{TCM}(-18.3)$ because short range vdW interactions between PEDOT and this planar anion are maximum at short distance. The binding free energy of the rest of the series varies in the following order: $\operatorname{HCCP}(-17.3)>\operatorname{TCB}(-11.2)>\operatorname{PTS}(-2.8) \sim \operatorname{ES}(-3.0)>$ $\mathrm{Cl}(-1.8)$. The binding to cations (PEDOT, in particular) in water is less favorable for the hard anions (Cl, ES and PTS) than for the soft, bulky and hydrophobic anions (TCM, TCB and HCCP).

Table 5.3 - Ion binding and ion exchange free energies ( $\mathrm{kJ} / \mathrm{mol}$ ).

| X | $\Delta G_{b}$ (EMIM:X) | $\Delta G_{b}$ (tri-EDOT:X) | $\Delta \Delta G_{x}^{a}$ |
| :---: | :---: | :---: | :---: |
| PTS | $-2.6 \pm 0.6(-317)^{\text {b }}$ | $-2.8 \pm 0.6(-235)^{b}$ | - |
|  | $-\overline{1} .9 \overline{9} \overline{0} . \overline{4} \overline{(-352})^{\text {b }}$ | $-\overline{1.8} \overline{8} \overline{ \pm} \overline{0} . \overline{4}(-\overline{2} 5 \overline{8})^{\text {b }}$ | $\overline{0} . \overline{3} \overline{ \pm} \overline{2} . \overline{0} \overline{(12})^{6}{ }^{-}$ |
| ES | $-2.8 \pm 0.5(-306)^{b}$ | $-3.0 \pm 0.6(-221)^{b}$ | $0.0 \pm 2.3(2)^{b}$ |
| TCM | $-7.1 \pm 0.5(-248)^{b}$ | $-18.3 \pm 0.5(-200)^{b}$ | $-11.0 \pm 2.2(-35)^{b}$ |
| TCB | $-2.6 \pm 0.4(-227)^{b}$ | $-11.2 \pm 0.5(-180)^{b}$ | $-8.4 \pm 2.1(-35)^{b}$ |
| HCCP | $-3.2 \pm 0.5(-199)^{b}$ | $-17.3 \pm 1.3(-154)^{b}$ | $-13.9 \pm 3.0(-38)^{b}$ |

${ }^{a} \Delta G_{b}$ (EMIM:PTS) $+\Delta G_{b}$ (tri-EDOT:X) $-\Delta G_{b}$ (tri-EDOT:PTS) - $\Delta G_{b}$ (EMIM:X)
${ }^{b}$ Values in parentheses are taken from DFT calculations in gas phase (ref. [201]).

The free energy of ion exchange $\Delta \Delta G_{x}$ between tri-EDOT:PTS and EMIM:X is estimated by combining the binding free energy $\Delta G_{b}$ in the following way:

$$
\begin{align*}
\Delta \Delta G_{x} & =\Delta G_{b}(E M I M: P T S)+\Delta G_{b}(\operatorname{tri}-E D O T: X)  \tag{5.2}\\
& -\Delta G_{b}(\operatorname{tri}-E D O T: P T S)-\Delta G_{b}(E M I M: X)
\end{align*}
$$

A more negative value of $\Delta \Delta G_{x}$ indicates a more favorable ion exchange between tri-EDOT:PTS and EMIM:X. Hence, when PEDOT:PSS and EMIM:TCM or EMIM:TCB are mixed and sonicated in water, we conclude from our calculations that new hydrophobic pairs of tri-EDOT:TCM $\left(\Delta G_{b}\right.$ $\sim-18.3 \mathrm{~kJ} / \mathrm{mol})$ or tri-EDOT:TCB $\left(\Delta G_{b} \sim-11.2 \mathrm{~kJ} / \mathrm{mol}\right)$ form spontaneously leaving hydrophilic

EMIM:PTS pair behind ( $\Delta G_{b} \sim-2.6 \mathrm{~kJ} / \mathrm{mol}$ ). This behavior is in contradiction to the trend observed for gas phase DFT calculations where exchange was driven by the formation of EMIM:PTS pair $\left(\Delta G_{b} \sim-317 \mathrm{~kJ} / \mathrm{mol}\right)$ rather than tri-EDOT:TCM $\left(\Delta G_{b} \sim-200 \mathrm{~kJ} / \mathrm{mol}\right)$ or tri-DOT:TCB ( $\Delta G_{b} \sim-180 \mathrm{~kJ} / \mathrm{mol}$ ) pairs.

Indeed, negative free exchange energy is predicted for EMIM:TCM ( $-11.0 \mathrm{~kJ} / \mathrm{mol}$ ), EMIM:TCB $(-8.4 \mathrm{~kJ} / \mathrm{mol})$ and in presence of the newly designed anion IL EMIM:HCCP ( $-13.9 \mathrm{~kJ} / \mathrm{mol}$ ). On the contrary, PSS and ES display the same sulfonate groups $\mathrm{SO}_{3}$ and display similar binding energies with PEDOT and PSS. Therefore, exchange between PEDOT:PSS and EMIM:ES is limited as shown by the null binding exchange free energy ( $\sim 0.0 \mathrm{~kJ} / \mathrm{mol}$ ). Also localized and hydrophilic point-charge-like Cl anion displays a similar binding to PEDOT and EMIM because of its high solvation in water, resulting in a slightly positive free exchange energy $(\sim 0.3 \mathrm{~kJ} / \mathrm{mol})$.

Another way to compare each ion pair interaction involves the calculation of the association constant $K_{A}$ defined by:

$$
\begin{equation*}
\left[C^{+}\right]+\left[A^{-}\right]=[C A] \tag{5.3}
\end{equation*}
$$

where $\left[\mathrm{A}^{-}\right],\left[\mathrm{C}^{+}\right]$and $[\mathrm{CA}]$ are respectively the concentration of the anion, cation and of the complex. Consequently, the association constant writes:

$$
\begin{equation*}
K_{A}=\frac{[C A]}{\left[C^{+}\right]\left[A^{-}\right]} \tag{5.4}
\end{equation*}
$$

We calculated the association constant by following the protocol established by Dill and coworkers [306] and later by Yee, Shah and Maginn [307] using PMF curves. It is assumed that the complex is dissociated as soon as the CM-CM distance between the anion and the cation is greater than the distance corresponding to the PMF global minimum $R_{e q}$.

If $\alpha$ is the degree of dissociation and $c$ the concentration of solute ( $c=8.6 \mathrm{mMol} / \mathrm{l}$ ), the concentration of each species in solution writes:

$$
\begin{equation*}
[C A]=(1-\alpha) c ; \quad\left[A^{-}\right]=\left[C^{+}\right]=\alpha c \tag{5.5}
\end{equation*}
$$

The association constant can be written in term of the degree of dissociation:

$$
\begin{equation*}
K_{A}=\frac{(1-\alpha)}{\alpha^{2} c} \tag{5.6}
\end{equation*}
$$

By following the work of Yee and co-workers [307], the degree of association is estimated by calculating the ratio between the integrated radial distribution function $g(r)$ up to the equilibrium distance $R_{e q}$ and the total number of available free ions:

$$
\begin{equation*}
1-\alpha=\frac{\int_{0}^{R_{e q}} 4 \pi r^{2} \rho g(r) d r}{\int_{0}^{\infty} 4 \pi r^{2} \rho g(r) d r} \tag{5.7}
\end{equation*}
$$

where $\rho$ is the density solute in the box. In particular, there is one ion in the a simulation box of volume $\mathrm{V}=4 \mathrm{~nm} \times 4 \mathrm{~nm} \times 12 \mathrm{~nm}=192 \mathrm{~nm}^{3}$ corresponding to a density of $\rho=0.005 \mathrm{ion} / \mathrm{nm}^{3}$.

The RDF is also estimated from the PMF calculation with $r$ refering to the distance between the two molecules so that:

$$
\begin{equation*}
\Delta G_{b}(r)=-k_{B} T \ln g(r) \tag{5.8}
\end{equation*}
$$

The PMF are calculated for a single ion pair so that the degree of association writes in term of the coordination number of the anion:

$$
\begin{equation*}
1-\alpha=\int_{0}^{r_{e q}} 4 \pi r^{2} \rho g(r) d r=C N\left(R_{e q}\right) \tag{5.9}
\end{equation*}
$$

We displayed in Figure 5.12 the RDF derived from the binding free energy $\Delta G_{b}$ by using equation 5.8 A higher RDF peak corresponds to a higher interaction between the cation and the
anion.


Figure 5.12 - Logarithm of the radial distribution function between the CM of the reference (triEDOT for Figure A or EMIM for Figure B) and the CM of the anion.

We calculated the coordination number by integrating the radial distribution function in Figure 5.12 Hence, the association constant writes in term of coordination number as following:

$$
\begin{equation*}
K_{A}=\frac{C N\left(R_{e q}\right)}{\left(1-C N\left(R_{e q}\right)\right)^{2} c} \tag{5.10}
\end{equation*}
$$

The table 5.4 displays the association constant of each ion pair, initial CM-CM distances $R_{i}$ between cation and anion and equilibrium CM-CM distances $R_{e q}$ between cation and anion. We notice that the initial and equilibrium CM-CM distances between tri-EDOT and PTS ( $R_{i}=6.5 \AA$ and $R_{e q}=6.3 \AA$ ) are higher than the corresponding CM-CM distances between tri-EDOT and ES $\left(R_{i}=4.8 \AA R_{e q}=4.3 \AA\right)$. This trend is also observed for EMIM:PTS $\left(R_{i}=6.1 \AA R_{e q}=8.0 \AA\right)$ and EMIM:ES complexes $\left(R_{i}=5.4 \AA R_{e q}=4.0 \AA\right)$. This fact would be explained because of PTS has a CM more shifted due to the presence of a carbon cycle as shown by the initial EMIM:ES and EMIM:PTS complexes (see Appendix F.3).

We calculated the association constant for each ion pair (Table 5.4). The tri-EDOT unit binds lightly to the hard anions Cl, ES and PTS because their association constant are lower than 1. On the other hand, the softer anions TCM, TCB and HCCP display higher value of $K_{A}$, respectively of $95.30,8.34$ and 382.23 , indicating that ion pair would emerge between these ions and tri-EDOT. Association constant values are in agreement with those calculated with the same approach through PMF calculations [307] for EMIM: $\mathrm{Cl}\left(K_{A}=0.48\right.$ at 300 K$)$ but differs slightly for EMIM:ES $\left(K_{A}\right.$
$=1.33$ at 300 K ). We provide in Appendix F.4 a step-by-step comparison between our results and the results found by Yee and co-workers [307].

Also, experimental determination of association constants can lead to variation of several orders of magnitude and therefore we do not expect a perfect agreement with values calculated from numerical simulations. For instance, the experimental binding association constant of EMIM:ES at 298 K is $K_{A}=0.008$, three order of magnitude lower than the value computed by MD simulations.

The association constants of soft and charge-dispersed anions TCM, TCB and HCCP vary by several orders of magnitude whether they bind to tri-EDOT or EMIM. The association constant of TCB rises by one order of magnitude from 0.31 with EMIM to 8.34 with tri-EDOT. HCCP and TCM display the highest variations of binding coefficient, respectively from 0.62 and 0.92 with EMIM to 382.23 and 95.30 with tri-EDOT. These changes indicate that beyond interaction with the solvent, the interaction with the cation plays also an important role given that tri-EDOT is more hydrophobic than EMIM and consequently TCM, TCB and HCCP would bind more strongly to tri-EDOT than EMIM.

Table 5.4 - Initial CM-CM distances, equilibrium CM-CM distances and association constant for each complexes at $298 K$ for EMIM:X and tri-EDOT:X complexes.

| Complex | $R_{i}^{a} \AA$ | $R_{e q}^{b} \AA$ | $R_{C}^{c} \AA$ | $K_{A}^{d}$ from $R_{e q}$ | $K_{A}^{d}$ from $R_{C}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| [tri-EDOT][PTS] | 6.5 | 6.3 | 7.5 | 0.31 | 1.67 |
| [ $\mathrm{tri} \overline{\mathrm{E}} \overline{\mathrm{E}} \overline{\mathrm{D}} \overline{\mathrm{O}} \overline{\mathrm{T}}][\overline{\mathrm{Cl}}]$ | $\overline{4} \cdot \overline{6}$ | $\overline{4} . \overline{3}$ | $\overline{6} . \overline{0}$ | $\overline{0} . \overline{2} 8$ | $\overline{1} . \overline{0} 1$ |
| [tri-EDOT][ES] | 4.8 | 4.3 | 9.0 | 0.42 | 3.8 |
| [tri-EDOT][TCM] | 3.4 | 3.5 | 6.1 | 95.30 | 9780.04 |
| [tri-EDOT][TCB] | 4.4 | 4.2 | 7.2 | 8.34 | 20.28 |
| [tri-EDOT][HCCP] | 4.6 | 4.3 | 7.0 | 382.23 | 3706894.66 |
| [EMIM][PTS] | 6.1 | 8.0 | 7.9 | 3.44 | 3.31 |
| $[\mathrm{EMIM} \overline{\mathrm{M}}][\mathrm{Cl}]$ | $\overline{4} . \overline{6}$ | $\overline{4} . \overline{0}$ | $\overline{6} . \overline{6}$ | $\overline{0} . \overline{1} 8$ | $\overline{1} .31$ |
| [EMIM][ES] | 5.4 | 4.0 | 6.6 | 0.50 | 1.69 |
| [EMIM][TCM] | 3.7 | 3.7 | 5.6 | 0.92 | 3.29 |
| [EMIM][TCB] | 4.1 | 4.3 | 6.6 | 0.31 | 1.56 |
| [EMIM] $[\mathrm{HCCP}]$ | 5.1 | 5.8 | 8.1 | 0.62 | 2.89 |

[^2]At first sight, results obtained from PMFs and association constant calculations seem in contradiction with the trend exhibited from previous gas-phase DFT calculations where the anions bind more strongly to EMIM than to PEDOT (Table 5.3). This difference emphasizes the important
role played by water solvation on ion pair formation.

### 5.3.3 Solvation of IL anions in US simulations.

In order to achieve a better understanding of the effect of anion hydration on the complex formation, we analyze equilibrium configurations obtained from the previous biased simulations and corresponding to CM-CM distances $\zeta$ between the ions pairs. From these configurations, we extract the radial distribution functions RDFs and coordination numbers CNs between various atomic sites on the anion and oxygen atoms of water molecules.


Figure 5.13 - Left) Radial distribution function RDF[A-OW] calculated between atoms A of anion X and oxygen atoms (OW) of water. Atoms A can be: chloride ions Cl , oxygen atoms O 1 of sulfonate group of ES, oxygen atoms O2 of sulfonate group of PTS, nitrogen atoms N1, N2 and N3 respectively for TCM, TCB and HCCP. Right) Coordination number of water oxygen atoms OW resulting from the integrated radial distribution functions.

Figure 5.13 displays the RDF and CN for different anions calculated over 7 US windows selected for $\zeta$ comprised between 40 and $50 \AA$ which is much greater than the cutoff distance for non-bonded interactions ( $14 \AA$ ) to analyze water distribution around each anion without interference of the cation. It reveals that water molecules interact strongly with $\mathrm{Cl}^{-}$as can be seen from the first peak of height $\sim 3.6$ at $3.2 \AA$. The strong hydration of Cl anion ( $\mathrm{CN}=7.05$ of water oxygens after integration of the RDF up to $3.8 \AA$ corresponding to the first solvation shell (blue curve)) is a consequence of its spherical shape and small size inducing a high charge density. It is important to notice that RDFs in Figure 5.13 do not provide direct informations about hydrogen bonds between water and anions, because the presence of hydrogen bonds is detected through distance/angle calculation between the donor and hydrogen acceptor to be discussed below [308].

The RDF[O-OW] is similar between ES and PTS and the first peak at $2.8 \AA$ is associated to
a coordination number respectively $\mathrm{CN}(2.42)$ and $\mathrm{CN}(2.71)$ after integration up to $3.2 \AA$ (green and black curves). However, the peaks in RDF[O1-OW] and RDF[O2-OW] are more spaced and damped compared to those in $\mathrm{RDF}[\mathrm{Cl}-\mathrm{OW}]$. This observation may result from the bulky nature of the anions and the fact that the negative charge is dispersed over several number of sites ( $\left|\mathrm{q}_{O 1, O 2}\right|$ $=0.76<\left|\mathrm{q}_{C l}\right|=1.00$ ) leading to a lower charge density and a lower number of water molecules in the first solvation shell. Hence, the second solvation shell would be more disordered in that case.

In the case of bulky and charge-dispersed anions like TCM, TCB and HCCP the radial distribution functions between nitrogen (respectively N1, N2 and N3) atoms and water oxygen have their strongest peaks as low as $\sim 1$ at $3.0 \AA$. The depletion of water around these anions (CN of 1.94 for TCM, 2.01 for TCB and 1.20 for HCCP in the first solvation shell)) is explained by their delocalized charge: each Nitrogen carried a charge $\left|\mathrm{q}_{N 1, N 2, N 3}\right| \sim 0.50$.

The size of the first solvation shell differs between anions due to the difference in van der Waals radius of the considered atoms. The first solvation shell radius is the largest for $\mathrm{Cl}\left(r_{v d W}=4.41\right.$ $\AA$ ), followed by those for nitrogen atoms in carbonitrile groups of TCM, TCB and HCCP ( $r_{v d W}$ $=3.25 \AA$ ) and lastly for oxygen atoms of ES and PTS ( $r_{v d W}=2.96 \AA$ ).
$\operatorname{RDF}[\mathrm{A}-\mathrm{OW}]$ is used therein to evaluate the number of hydrogen bonds (H-bonds) that are forming between the most electronegative atoms of the anions (Oxygens of sulfonate groupes and Nitrogens of cyano groups) and water molecules. Our quantitative evaluation of hydrophobicity is set up as follows: a more hydrophobic anion will have fewer hydrogen bonds forming with the most electronegative atoms. In the case of Cl , we also compute hydrogen bonds only for comparison with the other anions, but one has to remember that Cl is large and its lone electron is in a diffuse orbital so that its charge density is low to act as an efficient bond acceptor. The procedure to calculate the H -bonds is described as follows. We consider first that an H -bond forms only for the water molecules that are located in the first solvation shell of Cl, sulfonate oxygens of PTS or ES and nitrogens of TCM, TCB and HCCP, so that the cutoff $\mathrm{r}_{c}$ is indeed set up at the first minimum after the solvation shell by looking at the $\mathrm{RDF}(\mathrm{X}-\mathrm{Ow})$ curve (Figure 5.13). Then, an extra criterion to consider H -bond formation is determined by the angle $\alpha<30^{\circ}$ made by Hydrogen-OxygenAcceptor ( Cl ion, O or N atoms). The results for the cutoff used for the H -bond calculation and the average number of H -bonds established for Cl , sulfonate oxygen atom O 1 of $\mathrm{ES}, \mathrm{O} 2$ of PTS as well as nitrogen atom $\mathrm{N} 1, \mathrm{~N} 2$ and N 3 respectively for $\mathrm{TCM}, \mathrm{TCB}$ and HCCP are given in Table
5.5. We consider the above 7 US windows trajectories in order to have proper statistics and the number of hydrogen bonds through time is plotted in Figure 5.14


Figure 5.14 - Evolution of the average number of hydrogen bonds between water molecules and chloride ion Cl , oxygen atom O 1 of sulfonate group of ES , oxygen atom O 2 of sulfonate group of PTS, nitrogen atom N1, N2 and N3 respectively for TCM, TCB and HCCP.

Notice that in case of several Acceptors (like the 3 oxygens O2 of PTS sulfonate group for instance), the resulting hydrogen bonds in Table 5.5 is the average number of hydrogen bonds forming around one Oxygen atom, by dividing the total number of hydrogen bonds by 3 (i.e the number of oxygen atoms O2).

Table 5.5 - Cutoff for H-bond calculations $\mathrm{r}_{c}$ and average number of H-bonds around the most electronegative atoms.

| Acceptor | $r_{c}(\AA)$ | H-Bonds |
| :--- | :---: | :---: |
| Cl | 3.8 | $5.96 \pm 0.46$ |
| O1(ES) | 3.2 | $2.06 \pm 0.14$ |
| O2(PTS) | 3.2 | $2.34 \pm 0.17$ |
| N1(TCM) | 3.4 | $1.56 \pm 0.18$ |
| N2(TCB) | 3.4 | $1.60 \pm 0.14$ |
| N3(HCCP) | 4.0 | $0.99 \pm 0.10$ |

We classify the anions in the increasing order of hydrophobicity based on the average number of hydrogen bonds in the following order $\mathrm{Cl}(5.96)<\operatorname{PTS}(2.34) \sim \mathrm{ES}(2.06)<\mathrm{TCB}(1.60) \sim$ $\operatorname{TCM}(1.56)<\operatorname{HCCP}(0.99)$. We note the great importance of anion hydrophobicity with anions that tend to display poor hydration like TCM, TCB and HCCP being suitable candidates for proper PEDOT:PSS treatment.

Finally, we determine again the radial distribution of water oxygens OW around the most
electronegative atoms of the anions but for different US windows corresponding to different CMCM between the cation and the anion (Figure 5.15).

We notice that the water solvation does not change when the hydrophilic anions Cl and ES bind to EMIM or tri-EDOT cations. On the contrary, the solvation state of TCM and TCB and HCCP change when they bind to the hydrophobic tri-EDOT as shown by the red arrows (Figure 5.15). The fall of RDF[A-OW] is associated to a depletion of water upon binding of TCM, TCB or HCCP with tri-EDOT. These depletion of water may be associated to an increase of translational entropy of the system that favor binding of the complex. Such fact would explain the higher binding energy $\Delta G_{b}$ for the corresponding complex.

### 5.3.4 Conclusion

We have determined quantitatively the ion exchange between minimal models of PEDOT:PSS and ILs through calculation of PMFs using umbrella sampling method. We found the same trend as for previous DFT calculations. A spontaneous exchange is predicted to happen between PEDOT:PSS and EMIM:X for bulky and charge-dispersed hydrophobic anions $\mathrm{X}=\mathrm{TCM}, \mathrm{TCB}$ and for the hypothetical anion HCCP. On the contrary, limited exchange is predicted in presence of the charge-localized and more hydrophilic Cl and ES anions. However, PMF calculations predict strongest binding between pairs of PEDOT:X than between pairs of EMIM:X which is contrary to the binding energies derived from gas phase DFT calculations that did not take into account solvation effects. Along this line, we probe solvation of key atoms of anions in water, and confirm that the most charge-dispersed and hydrophobic anions TCM, TCB and HCCP were poorly hydrated compared to more hydrophilic Cl, ES and PTS anions. As a result, we emphasize that the hydrophobic and charge dispersed TCM, TCB and HCCP would bind to hydrophobic and charge-dispersed PEDOT while the more hydrophilic EMIM and PSS would form weakly bound pairs or remain in solution.

### 5.4 Ionic exchange in mixed solutions: varying the IL anion

In order to validate the ion exchange predicted by PMF and DFT calculations and probe at a larger length-scale its consequence on the resulted morphology of PEDOT, we perform a series of


Figure 5.15 - Radial distribution function RDF[A-OW] where A can be oxygen atoms O1 and O2 of the sulfonate group of ES and PTS, respectively and the nitrogen atoms N1, N2 and N3 of the cyano groups of TCM, TCB and HCCP, for different CM-CM distances.

MD simulations for various mixed solutions. In particular, we study the influence of IL anion on the evolution of system morphology.

### 5.4.1 Methods

The initial state of the simulation is built from the final state of our previous equilibrated NPT simulation of aqueous solutions of PEDOT:PSS (section 5.2). Water molecules are randomly chosen and replaced by the desired amount of IL EMIM:X. The force field parameters are the same as those used to study aqueous solutions of PEDOT:PSS in section 5.2 and described in Appendix D From the resulting configurations, steepest descent minimization is applied in order to remove strong overlaps between inserted ILs and water or PEDOT:PSS. The procedure to equilibrate the resulted small (and large) systems is performed as follows. We first perform a subsequent 30ns ( $60-\mathrm{ns}$ for large systems) NVT equilibration run. In order to mimic the vigorous mixing and sonication of the PEDOT:PSS + IL solution carried out in experiments, we perform a subsequent $30-\mathrm{ns}$ NPT run (60-ns for large systems) where annealing is applied. We consider a linear increase of temperature from $293 K$ to $363 K$ between 0 and 10 ns followed by a linear decrease until 293 $K$. We finally perform a $30-\mathrm{ns}$ ( $60-\mathrm{ns}$ for large systems) NPT run at fixed temperature ( 293 K ) to ensure well-equilibrated systems.

The different systems to be explored by addition of EMIM: X for the different anions $\mathrm{X}=\mathrm{Cl}$, ES, TCM, TCB or HCCP are summarized in Table 5.6 In the case of small systems, various concentrations of ILs will be considered.

Table 5.6 - Different models for PEDOT:PSS together with the number of PEDOT and PSS moities as well as IL cations and anions in simulation box of $60 \AA$ sidelength.

| Model of PEDOT:PSS | PEDOT:PSS $(\mathrm{c}$ in mol/l) | EMIM:X (c in mol/l) |
| :--- | :---: | :---: |
| tri-EDOT:PTS | $12: 12(0.10)$ | $12: 12(0.10) / 24: 24(0.20)$ |
| tri-EDOT:16SS | $16: 1(0.13)$ | $24: 24(0.20) / 64: 64(0.53)$ |
| 6EDOT:16SS | $16: 2(0.13)$ | $64: 64(0.53) / 128: 128(1.06)$ |

In order to study the influence of the system size on ion exchange between PEDOT:PSS and ILs, large aqueous systems of PEDOT:PSS are considered and summarized in Table 5.7.

We probe the morphology of the resulting solutions of PEDOT:PSS in presence of IL EMIM:X by performing similar analysis than those performed previously on the aqueous systems of PEDOT:PSS in section 5.2 Cluster analysis is performed with a friends-of-friends algorithm finding

Table 5.7 - Different models of PEDOT:PSS together with the number of PEDOT and PSS moities as well as ILs cations and anions in simulation box of $120 \AA$ sidelength.

| Model of PEDOT:PSS | PEDOT:PSS $(\mathrm{c}$ in mol/L) | EMIM:X (c in mol/L) |
| :--- | :---: | :---: |
| tri-EDOT:PTS | $96: 96(0.10)$ | $96: 96(0.10) / 192: 192(0.20)$ |
| tri-EDOT:16SS | $96: 6(0.10)$ | $96: 96(0.10) / 192: 192(0.20)$ |
| 6EDOT:16SS | $48: 6(0.05)$ | $96: 96(0.10) / 192: 192(0.20)$ |

all the molecules within a distance $r_{c}$ of $4.0 \AA . \operatorname{RDF}(\mathrm{C}-\mathrm{C})$ is calculated to probe the structure of the PEDOT aggregates. $\mathrm{RDF}(\mathrm{C}-\mathrm{S})$ is calculated to probe the distribution of PTS/PSS around PEDOT units. Comparisons are made with the untreated aqueous PEDOT:PSS solutions to probe the change of morphology. All the analysis are performed over the last NPT equilibration stage at constant temperature.

We present the results for ion exchange and morphology change in relatively small system of PEDOT:PSS (box sidelength $=60 \AA$ ) in the following section, results obtained with larger systems (box sidelength $=120 \AA$ ) being found in Appendix E

### 5.4.2 Morphology of mixed solution - small system cases

The change in morphology induced by addition of ILs is studied for the small size PEDOT:PSS systems. The series of simulations performed in this section constitute more a proof-of-concept purpose to test the hypothesis of ion exchange mechanism postulated through previous PMFs and DFT calculations.

### 5.4.2.1 Morphology of tri-EDOT:PTS solutions

We explore the morphology of tri-EDOT:PTS systems after addition of EMIM:X where X can be Cl, ES, TCM, TCB or HCCP. First, it is visible from the final snapshots (Figure 5.16) that insertion of IL has a clear effect on PEDOT:PSS organization. As predicted by PMF calculations of section 5.3 mixed solutions of tri-EDOT:PTS in presence of EMIM:Cl or EMIM:ES reveal that hydrophilic and charge-localized anions Cl and ES tightly bind to EMIM or PEDOT and are mostly hydrated. It is unlikely that Cl and ES would form strong pairs with EMIM or tri-EDOT due to thermal agitation, the magnitude of binding energy between these ions being of the same magnitude that $K T=2.4 \mathrm{~kJ} / \mathrm{mol}$. On the opposite, most of the TCM, TCB and HCCP condense on tri-EDOT units. More planar TCM and HCCP anions appear to have a better ability than
bulky TCB to bind on tri-EDOT units as it was predicted by the binding energies lower between tri-EDOT and these anions. IL anion tends to act as a compaction agent to aggregate the tri-EDOT units. Therefore, we perform cluster analysis to determine the number of tri-EDOT cluster and their molecular composition (Figure 5.17). After insertion of ILs, the three clusters of tri-EDOT (2 clusters of $\times 5$ tri-EDOT units and 1 cluster of $\times 2$ tri-EDOT units) gather to form either 2 clusters of $\sim 6$ tri-EDOT units in presence of Cl or ES anions or one cluster of $\times 12$ tri-EDOT units in presence of TCM, TCB or HCCP. These hydrophobic anions bind to the hydrophobic tri-EDOTs units and play the role of a anionic glue gathering tri-EDOT units into a single aggregate. Our simulations show that anions with carbonitrile electron-withdrawing groups bind to the tri-EDOT units, which is necessary to sustain a degree of positive doping and thus a high degree of charge carrier density $(n)$. On the other hand, the emergence of larger domains of $\pi-\pi$ stacked PEDOT chains enhance charge carrier mobility $(\mu)$.


Figure 5.16 - Final snapshots of aqueous tri-EDOT:PTS systems treated with $\times 24$ pairs EMIM:X. Untreated aqueous PEDOT:PSS is also shown for comparison purpose. Color code: tri-EDOT (blue), PTS (green), X (red) and EMIM (yellow).


Figure 5.17 - Probability to find at least one cluster made of $n$ tri-EDOT units during the NPT equilibration stage at constant temperature.

Figure 5.18 displays cluster composition in systems mixed with EMIM:ES or EMIM:TCB ILs. Cluster analysis reveals that on average $\sim 3$ ES anions bind to the 2 clusters of tri-EDOT that contain respectively $\times 5-7$ tri-EDOT units which means that most of the ES anion either remain in solution or associate with EMIM (Figure 5.16). The emergence of one large cluster of $\times 12$ triEDOT units is associated to the binding of $\sim \times 14-15 \mathrm{TCB}$ anions to the aggregate. On another hand, each tri-EDOT cluster contains a similar number of PTS anions ( $\sim \times 3-4$ ) but a higher number of EMIM bind to the tri-EDOT clusters in presence of TCB anions. Indeed, bound TCB anions form a layer of negative charges that induce the subsequent binding of EMIM cations.

The minimal model of tri-EDOT and anion X used in previous DFT geometry optimization should describe properly the local electrostatic interactions between different moieties involved in the PEDOT:PSS separation phase triggered by ILs. DFT geometry optimization performed on PEDOT:PSS minimal model provides a clear picture of conformation/configuration of cation-anion complexes. However, emergence of stacked PEDOT:X films can lead to improper binding geometry (and thus improper binding energy) between PEDOT and the IL anion X. Therefore, we probe the most likely ditribution of TCB anions around the resulted tri-EDOT cluster for the tri-EDOT:PTS system mixed with 12 pairs of EMIM:TCB. A representative snapshots of tri-EDOT aggregate with


Figure 5.18 - Composition of tri-EDOT clusters for aqueous tri-EDOT:PTS systems mixed with $\times 24$ pairs of ILs. Top) Cluster composition in presence of EMIM:ES. Bottom) Cluster composition in presence of EMIM:TCB. For comparison, cluster analysis of aqueous tri-EDOT:PTS systems in absence of ILs is displayed in red (tri-EDOT) and cyan (PTS).
its surface bound TCB anions (Figure 5.19 right) is compared to the configuration/conformation expected from DFT-optimized geometry (Figure 5.19 left). The TCB anions bind on the side of the tri-EDOT units which is consistent with the DFT-optimized geometry for the complex triEDOT:TCB. However, geometries obtained by DFT calculations for more hydrophilic species like PTS or ES upon binding to PEDOT (e.g. negatively charged sulfonate group $\mathrm{SO}_{3}$ oriented towards positively tri-EDOT sulfur) are not displayed by direct MD simulations because of solvation effects.

In order to estimate phase segregation between tri-EDOT and PTS anions, we calculated RDF(C-S) between PEDOT backbone carbon atoms and sulfate groups of PTS in Figure 5.20 . A) as well as the coordination number of sulfonate groups $\mathrm{CN}(\mathrm{C}-\mathrm{S})$ as presented in Figure 5.20.B). First, it is expected that a higher amount of ILs favors nanophase segregation between PEDOT and PSS as confirmed by damped RDFs and shifted CNs curves at short distance in presence of 24 pairs of IL (in red) compared to systems containing only 12 IL pairs (in blue).

For systems containing EMIM:Cl or EMIM:ES, $\mathrm{RDF}(\mathrm{C}-\mathrm{S})$ show a limited decrease and CN(CS) present a limited shift toward greater values compared to the curves corresponding to systems containing EMIM:TCM, EMIM:TCB or EMIM:HCCP. These observations confirm the prediction that EMIM:Cl and EMIM:ES has a limited effect on the PEDOT:PSS complex and thus do not


Figure 5.19 - ]
[Structure of the PEDOT cluster obtained by MD vs binding geometries of PEDOT:X]Left) Cluster made of 12 tri-EDOT units (blue) decorated by TCB anions (red) corresponding to the last snapshot of simulated tri-EDOT:PTS mixed with 12 couples of EMIM:TCB. For clarity, only the relevant species are shown. Tri-EDOT:TCB binding geometries (green boxes) are closed to the optimized geometries obtain from DFT calculation (shown on the right). Binding geometries for tri-EDOT:ES and tri-EDOT:PTS pairs are also displayed.
trigger a proper tri-EDOT:PTS phase segregation. We observe a deeper fall of the RDF(C-S) and shift of the CN(C-S) towards greater values when $\mathrm{X}=\mathrm{TCM}$, TCB or HCCP revealing phase separation between tri-EDOT units and PTS anions. The majority of these anions encapsulate the tri-EDOT units gathered into a single cluster (see snapshots, Figure 5.16) and prevent free PTS anions to properly bind to tri-EDOT units. The $\operatorname{RDF}(\mathrm{C}-\mathrm{S})$ and $\mathrm{CN}(\mathrm{C}-\mathrm{S})$ curves are also displayed for untreated system in black for comparison.

MD simulations carried out on minimal model of PEDOT:PSS with different IL seem to validate the ion exchange mechanism predicted by DFT and PMF calculations. In order to support our results, we need to provide evidence of ion exchange for more realistic model of PEDOT:PSS.


Figure 5.20 - Radial distribution $\operatorname{RDF}(\mathrm{C}-\mathrm{S})$ between PEDOT backbone carbon atoms and sulfonate group of PTS and associated coordination number CN(C-S).

### 5.4.2.2 Morphology of tri-EDOT:16SS solution

Hence, we perform simulations to probe the morphology of equilibrated tri-EDOT:16SS systems after injection of different ILs. We display final snapshots of the equilibrated systems in presence of 24 pairs of IL in Figure 5.21 The initial $\times 3-4$ clusters of tri-EDOT units aggregate into a single and large cluster surrounded by IL anions when $\mathrm{X}=\mathrm{TCM}, \mathrm{TBC}$ or HCCP while several clusters decorating the 16 SS chains coexist in presence of Cl or ES anions.

In order to analyze quantitatively the change in morphology for tri-EDOT:16SS systems as highlighted by the snapshots, we perform cluster analysis to determine the probability to find a cluster made of $n$ units of tri-EDOTs (Figure 5.22). There are only slight variations in the number of clusters for systems mixed and equilibrated in presence of hydrophilic anions Cl and ES (blue histograms) compared to untreated aqueous systems of tri-EDOT:16SS (black histogram) containing clusters made of $\times 2,4-5$ or 9 tri-EDOT units.

The hydrophobic anion brings small tri-EDOTs units together into a single large cluster of $\times 15-16$ tri-EDOT units separated from the 16 SS chain (yellow histograms, Figure 5.22 bottom). Coexistence seen between a single large cluster and several small clusters occurs because IL can


Figure 5.21 - Final snapshots of aqueous tri-EDOT:16SS systems treated with $\times 24$ pairs EMIM:X. We show untreated aqueous solution of PEDOT:PSS for comparison. Color code: tri-EDOT (blue), 16SS (green), X (red) and EMIM (yellow).
disturb ordering inside the large cluster, leading to transient unpacking of some of tri-EDOT units. The ionic exchange followed by a nanophase segregation still happens when the PTS anion is replaced by a 16 SS chain.

Additional analysis are performed to determine the composition of tri-EDOT clusters in presence of 24 EMIM:ES and EMIM:TCB pairs (Figure 5.23). Cluster composition for the triEDOT:16SS system is similar to composition found for tri-EDOT:PTS system. More TCB anions ( $\times 12-17$, in yellow) than ES anions ( $\times 0-2$ and $\times 4-6$ depending of the tri-EDOT cluster size) bind to tri-EDOT clusters. As pointed out for the previous tri-EDOT:PTS systems equilibrated with ILs, the higher number of EMIM cations counted as part of the cluster in presence of TCB ( $\times 1-7$, in black) results from TCB forming a layer of negative charges at the surface of the tri-EDOT aggregate.

RDF(C-S) between PEDOT backbone carbon atoms and sulfonate groups of PSS presented in


Figure 5.22 - Probability to find at least one cluster made of $n$ tri-EDOT units during the NPT equilibration stage at constant temperature.


Figure 5.23 - Tri-EDOT cluster composition for aqueous tri-EDOT:16SS systems mixed with 24 pairs of ILs. Top) Composition in presence of EMIM:ES. Bottom) Composition in presence of EMIM:TCB. For comparison, cluster analysis of aqueous system of tri-EDOT:16SS in absence of IL is displayed in red (tri-EDOT).

Figure 5.24 A ) exhibit a deeper fall for systems containing TCM, TCB and HCCP compared to systems with Cl and ES anions. This observations confirm the trend observed for mixed solutions of tri-EDOT:PTS where charge-dispersed and hydrophobic anions are more efficient at inducing


Figure 5.24 - A) Radial distribution $\operatorname{RDF}(\mathrm{C}-\mathrm{S})$ between PEDOT backbone carbon atoms and sulfonate group of PTS and associated coordination number CN(C-S). B) Radial distribution RDF(CC) between closest PEDOT backbone carbon atoms as defined in section 5.2.1 and calculated for the small aqueous solutions of tri-EDOT:16SS with ILs.
phase separation between PEDOT and PSS. We also calculated the $\operatorname{RDF}(\mathrm{C}-\mathrm{C})$ between closest PEDOT backbone carbon atoms for each system in Figure 5.24-B). First, the presence of ILs does not modify the $\pi-\pi$ distance of stacked tri-EDOT units. The higher peaks observed for systems with TCM, TCB and HCCP anions indicate that the $\pi$-stacking order increases compared to systems with Cl and ES supporting the emergence of an extended domain of ordered tri-EDOT units.

However, a higher amount of EMIM:X destabilizes the formation of an extended tri-EDOT aggregate as shown by the $\operatorname{RDF}(\mathrm{C}-\mathrm{C})$ damped peaks when 64 pairs of EMIM:TCM, EMIM:TCB or EMIM:HCCP are present. Both TCM and HCCP anions are predicted to have the strongest binding energy with tri-EDOT units resulting in the totality of these anions incorporated into the
tri-EDOT cluster 5.21 Such high local density of charges results also in a higher number of EMIM cations bound to anions which can partially disturb $\pi-\pi$ stacking.

Results obtained for tri-EDOT:16SS system are promising and prove that ion exchange predicted for a minimal model of PEDOT:PSS by DFT and PMF calculations may be valid also for a PSS chain.

### 5.4.2.3 Morphology of 6EDOT:16SS solution

A more realistic PEDOT:PSS model is constituted by 6EDOT:16SS system. This improvement in realism comes at the expense of a more challenging and longer equilibration process due to more frequent chain entanglements.


Figure 5.25 - Final snapshots of aqueous 6 EDOT:16SS systems treated with $\times 64$ pairs of EMIM:X. Untreated aqueous 6EDOT:16SS is shown for comparison. Color code: tri-EDOT (blue), 16SS (green), X (red) and EMIM (yellow). Zoom-in snapshots display local structure of PEDOT:PSS aggregates.

By examining the final snapshots in Figure 5.25 we observe a change of the structure in the 6EDOT:16SS complex after indroduction of ILs. We only present the equilibrated systems for EMIM:ES and EMIM:TCB because they are more relevant to draw conclusions. At first sight, it appears that more 6EDOT chains are forming $\pi-\pi$ stacking in presence of TCB anions than in presence of ES anions, which is supported by the zoom-in picture in red frame. The TCB anions stitch together the 6EDOT units organized in an extended $\pi$ - $\pi$ stacking domain. Although ES anion was predicted to be an unsuitable candidate to perform ionic exchange, the resulted system displays a higher stacking of 6EDOT compared to the untreated system.


Figure $5.26-6 \mathrm{EDOT}$ clusters composition for aqueous 6EDOT:16SS systems mixed with 64 pairs of ILs. Top) Composition in presence of EMIM:ES. Bottom) Composition in presence of EMIM:TCB. For comparison, cluster analysis of aqueous 6EDOT:16SS system in absence of IL is displayed in red (6EDOT).

Cluster analysis performed on systems containing $\times 64$ EMIM:ES and EMIM:TCB confirm the trend observed in previous tri-EDOT:PTS and tri-EDOT:16SS systems. More TCB anions ( $\sim 40-$ 48) than ES anions ( $\sim 20-28$ ) bind to the 6EDOT units (Figure 5.26). The radial distribution function $\operatorname{RDF}(\mathrm{C}-\mathrm{S})$ does not change by addition of EMIM: Cl when compared to the $\mathrm{RDF}(\mathrm{C}-\mathrm{S})$ for untreated system (black curve, Figure 5.27.A, right)) even at a high IL concentration (128 pairs $\sim 1 \mathrm{~mol} / \mathrm{l}$ ). A small decrease in $\operatorname{RDF}(\mathrm{C}-\mathrm{S})$ occurs at short distance with addition of EMIM:ES. These ILs have a modest effect on the 6EDOT:16SS complex morphology.

On the other hand, a strongest decrease in $\mathrm{RDF}(\mathrm{C}-\mathrm{S})$ is occuring by addition of EMIM: X where X is TCM, TCB or HCCP. When 64 pairs of ILs are present in the system, $\operatorname{RDF}(\mathrm{C}-\mathrm{S})$ profiles are similar for each IL (blue curves, Figure 5.27,A, left)) but an increase in IL concentration result in a sharper decrease of the $\operatorname{RDF}(\mathrm{C}-\mathrm{S})$ in the order $\mathrm{HCCP}>\mathrm{TCM}>\mathrm{TCB}$ along the series of anions.

The morphology of PEDOT:PSS complexes is investigated by calculating again RDF(C-C) that shows a $\pi-\pi$ stacking of at most $\sim 36$ EDOT chains when $\times 64$ or $\times 128$ pairs of EMIM: Cl (in blue) or EMIM:ES (in green) are present in the system (Figure 5.27.B, top). These RDF(C-C) are not different from the $\mathrm{RDF}(\mathrm{C}-\mathrm{C})$ calculated for untreated 6EDOT:16SS revealing that there is no significant morphology change in PEDOT:PSS matrix by addition of EMIM: Cl or EMIM:ES.

However, after insertion of $\times 64$ EMIM:X pairs, a crystalline domain made of up to 6 EDOT units arises for $\mathrm{X}=\mathrm{TCB}$ as depicted by the sharp peaks in Figure 5.27-B, bottom in red, while


Figure 5.27 - A) Radial distribution $\operatorname{RDF}(\mathrm{C}-\mathrm{S})$ between PEDOT backbone carbon atoms and sulfonate group of PTS and associated coordination number CN(C-S). B) Radial distribution RDF(CC) between closest PEDOT backbone carbon atoms as defined in section 5.2.1 and calculated for the small aqueous solutions of 6EDOT:16SS with ILs.
damped peaks are present for $\mathrm{X}=\mathrm{TCM}$ and no difference with respect to untreated 6EDOT:16SS is observed for $\mathrm{X}=\mathrm{HCCP}$. For higher amount of ILs, the extended crystalline domain vanishes because high IL concentration saturates the system and prevents formation of well ordered $\pi$ stacked PEDOT domains.

As pointed out in previous direct MD simulations, TCB appears to be the best anion to provide both ion exchange between PEDOT and PSS and well ordered $\pi$-stacked PEDOT domains.

### 5.4.3 Conclusion

The ion exchange predicted by PMF and DFT calculations has been investigated with direct (i.e. non biased) MD simulations performed on relatively small systems of mixed PEDOT:PSS with

IL EMIM:X. First, we investigated the same minimal model for PEDOT:PSS (tri-EDOT:PTS) than the one used in PMF and DFT calculations, probing the change in morphology for the different systems by varying the anion X . Our simulations in presence of EMIM: X ILs confirmed that $\mathrm{X}=$ TCM, TCB and HCCP anions are suitable candidates in contrary to $\mathrm{X}=\mathrm{Cl}$ and ES to achieve proper ion exchange followed by nano-segregation between PEDOT and PSS. IL anions play the role of a compaction agent and aggregate tri-EDOT units into a $\pi$-stacked domain surrounded by excess anions in agreement with experimental results (see chapter 2 section 2.2.3.2.

More realistic models for PEDOT:PSS constituted by longer chains, namely tri-EDOT:16SS and 6EDOT:16SS are considered and the same conclusions are drawn as in the case of tri-EDOT:PTS system. However, TCB is predicted to be the most efficient in the series because this anion not only achieves a satisfying ion exchange by segregating properly PEDOT from PSS but also induce well-ordered $\pi-\pi$ stacked domains compared to TCM and HCCP. Indeed, these latter anions were predicted to have a stronger binding energy with PEDOT and direct simulations have shown that this binding induce in turn a layer of negative charges that attract positive EMIM resulting in disordering the packing of the PEDOT units. Non-planar TCB anion prevents such problem.

Our results are consistent with the trends exhibited by experimental conductivity and charge carrier mobility measured on PEDOT:PSS films treated with ILs (see chapter 2 section 2.2.3.2. The conductivity is enhanced both by the increase in the charge carrier mobility $\mu$ resulting from the formation of well ordered PEDOT domains with size increasing for the series of anions in the order $\mathrm{Cl}<\mathrm{ES}<\mathrm{TCM} \sim \mathrm{HCCP}<\mathrm{TCB}$ and by the higher charge carrier density $n$ induced by TCM, TCB and HCCP binding to tri-EDOT domains.

Our simulations confirm also the design principles established from DFT calculations, i.e. IL anions are required to have electron-withdrawing groups to sustain p-doping of PEDOT chains (modeled in MD as negative carbonitrile groups), to be hydrophobic, charge-dispersed, watersoluble and bulky such as TCB. The proposed HCCP anion that carries more carbonitrile groups and was predicted from DFT calculations to be more efficient, displays a similar behavior than TCM in our simulations. Hence, most of EMIM cations bind to the negatively-charged layer formed by TCM or HCCP anions adsorbed on tri-EDOT units, in turn preventing a proper phase segregation between PEDOT and PSS as well as the formation of well-ordered PEDOT domains.

## Conclusion and future work

In this thesis, we studied the stability/dynamic of several self-assembly processes of polyelectrolyte mixtures by using numerical simulations. From a technical point of view, the first project of the thesis involving DNA and gold nanoparticles has been conducted with classical molecular Monte Carlo simulations while the second project involving PEDOT and PSS with and without IL was investigated with classical molecular dynamics simulations. We close this work by presenting the main conclusions and possible future research regarding the two projects that constitute the core of this thesis.

## Project 1: self-assembly processes of gold nanoparticles with DNA

- In order to verify the home-made simulation code, we first reproduce several important results of the literature. The effective force has been calculated between a parallel pair of coarse-grained DNA with counterions of different valencies. As predicted by Manning-Oosawa theory and former simulations and experiments, the MC simulations display repulsive force in presence of monovalent counterions between the parallel DNA while onset of attraction occurs in presence of divalent counterions. Because of correlations induced by multivalent counterions of higher valency condensed on the DNA molecules (trivalent and tetravalent counterions), there is a net attraction with the magnitude of the force increasing with the valency.

Then, we determined the stability of a hexagonal bundle of DNA in presence of counterions
of different valencies by calculating osmotic pressure as a function of the distance between the parallel DNA molecules. The osmotic pressure was positive in presence of monovalent counterions which indicates an unstable bundle while in presence of multivalent counterions a negative osmotic pressure indicates bundle contraction. The results obtained for osmotic pressure calculation follow the same trend as the effective force calculation between the two parallel DNA molecules.

- We probe the adsorption of cationic functionalized gold nanoparticles on a fixed DNA molecule. The adsorption of multivalent gold nanoparticles carrying 6,12 and 30 positive elementary charges is associated to the release of small monovalent DNA counterions which increase the translational entropy of the system

A maximum number of nanoparticles can be adsorbed on the DNA and this number depends on the electrostatic repulsion between nanoparticles adsorbed on the DNA as well as steric interactions to intercalate nanoparticles on the DNA

The maximum number of nanoparticles adsorbed represents a total positive charge that exceeds DNA negative charge. Consequently, we observe the DNA overcharging effect that occurs when multivalent cations are adsorbed on DNA. By integrating the radial charge from the fixed DNA, we found alternation of layers of positive and negative charges that appear to compensate overcharging effect of gold nanoparticles adsorbed on the DNA.

We also characterized the spatial distribution of adsorbed nanoparticles on the DNA. Analysis highlighted that nanoparticles are mostly adsorbed in the major groove and are distributed regularly on the DNA molecules for a sufficient number of nanoparticles present in the system $\left(R_{+/-} \geq 1.00\right)$.

Finally, we show that an excess of salt inserted in the system of DNA with adsorbed nanoparticles (with 6 ligands) results in a competition between the salt cation and the nanoparticles to adsorb on the DNA. We keep monovalent anion and subsequenly increase the valency of the cation and observe desorption of nanoparticles from the major groove and adsorption of salt cation on the strand and in the minor groove.

We calculated also the potential of mean force between a highly charged nanoparticle (30 ligands) and a DNA decorated with the same type of nanoparticles. The nanoparticles
present in the system totally neutralized the DNA phosphate and we only vary the amount of monovalent salt. We show that a larger amount of salt induces a weaker effective attraction between the nanoparticle and the DNA. Either salt around the nanoparticle and the decorated DNA are screening not only the repulsive but also attractive interactions, or a large amount of monovalent salt is adsorbed on the DNA and the "incoming" nanoparticle cannot compete with them for adsorption.

- The effective force between two parallel DNA has been calculated for fixed DNA separation distances in presence of gold nanoparticles carrying different charge distributions and with/without small ions. The force was found maximum at short distance ( $\ell=30 \AA$ ) when the nanoparticles bridge the DNA molecules attracting each other until a stable equilibrium distance ( $\ell<30 \AA$ ). The force was higher for nanoparticles carrying 12 ligands compared to nanoparticles with 6 ligands. A detailed analysis to identify the different contributions to the effective force was performed for the system containing gold nanoparticles with 12 ligands. At low amount of nanoparticles $\left(\mathrm{R}_{+/-}=0.50\right)$, the attractive part of the effective force comes from nanoparticles and positive monovalent ions (the counterion of DNA). When the number of nanoparticles is increased, there is a competition between cations and nanoparticles to attract DNA molecules $\left(\mathrm{R}_{+/-}=1.00\right)$. When nanoparticles are in excess $\left(\mathrm{R}_{+/-}=1.50\right)$, the negative monovalent counterions of nanoparticles destabilize DNA pair formation by adsorbing on the nanoparticles. In that case, the total effective force is still attractive but lower than in systems with fewer nanoparticles.
- By calculating the osmotic pressure, we probe the stability of bundles made of aligned DNA molecules containing a number of nanoparticles that neutralize exactly DNA phosphates $\left(\mathrm{R}_{+/-}=1.00\right)$. We investigate the stability of two lattices that can be formed by DNA (hexagonal or square) with various amount of monovalent ion pairs. The calculated osmotic pressure follows the same trends for both kind of structure lattices. In absence of small ions, the osmotic pressure tends to zero when DNA are far apart and decreases when the bundle is forming (e.g. at small DNA-DNA distances). This observation may suggest a possible spontaneous self-assembly process in absence of ions. Conversely, when various amount of ion pairs are present in the bundle (concentration of 30,60 and $120 \mathrm{mMol} / \mathrm{l}$ ), the osmotic pressure is negative for very compact bundle (i.e. small DNA-DNA distances) but
displays a smaller magnitude values compared to systems without ions, indicating that small ions destabilize the bundle. However, for larger DNA lattice spacing, the osmotic pressure increases and becomes positive indicating bundle spontaneous expansion for such DNA-DNA distance separation. Consequently, small ions prevent spontaneous self-assembly of DNA with gold nanoparticles.
- The first drawback of our simulations remains in the use of a fully rigid model for DNA and nanoparticles. It would be desired to introduce some degrees of flexibility in our models of DNA and ligands attached to the gold nanoparticles. In that case, future simulations with a single DNA would display a change of DNA conformation and we could obtain new structures of DNA-nanoparticles depending of the charge/size of the nanoparticles (e.g. wrapping of DNA around nanoparticles like DNA around histones). The second drawback comes from the numerical aspects of the project. The simulation code has been designed to handle a relatively low number of charges and a supplemental effort would be devoted to parallelize routines that calculate interactions between beads. It would be also required to use some methods in order to speed up the calculation of the electrostatic energy with the Ewald summation method. In particular, the multiple timestep method [309] is adapted in our simulations and consists of evaluating less frequently the long range part of the electrostatic interaction that varies slowly compared to the short range part of the electrostatic interaction. In order to validate the osmotic pressure calculation at a larger scale, it would be desired to perform direct simulations to probe self-assembly dynamics in presence of larger number of DNA and gold nanoparticles that can both translate and rotate in the simulation box.

Project 2: Self-assembly process in PEDOT:PSS with ILs results in conductivity enhancement

- We determined first the morphology of PEDOT:PSS aqueous solutions. Various models of PEDOT:PSS have been employed. We considered a short tri-EDOT or a longer 6EDOT unit as PEDOT chain and PSS was assimilated as its monomer unit PTS or a 16 SS oligomer chain. Small aqueous system of PEDOT:PTS displays several clusters of $\pi$-stacked tri-EDOT units decorated by PTS while at a larger scale, the 6EDOT units form long chains of $\pi$-stacked
units. When PTS is replaced by more realistic 16 SS chain, tri-EDOT units form separated assemblies that bind on the 16 SS chain. At a larger scale, the tri-EDOT:16SS aqueous system forms an amorphous aggregate.
- The ion exchange between PEDOT:PSS and the IL EMIM:X is investigated for the series of IL anions $\mathrm{X}=\mathrm{Cl}, \mathrm{ES}, \mathrm{TCM}, \mathrm{TCB}$ and hypothetical HCCP. The free energy $\Delta \Delta G_{x}$ for ion exchange was quantitatively determined by umbrella sampling calculations performed on separate pairs of molecules by using the tri-EDOT:PTS model. More negative $\Delta \Delta G_{x}$ indicates a more efficient ion exchange between PEDOT:PSS and EMIM:X. The exchange free energy is negative in presence of bulky, charge-dispersed and hydrophobic IL anions (X $=\mathrm{TCM}, \mathrm{TCB}$ and HCCP) and positive in presence of charge-localized and hydrophilic soft IL anions ( $\mathrm{X}=\mathrm{Cl}$ and ES ), which is supported by supplemental analysis of the coordination number of water molecules around key atoms of each IL anion.
- In order to validate the ion exchange at a larger scale, we performed MD simulation on aqueous PEDOT:PSS systems equilibrated in presence of ILs. We showed that at small scale, bulky, charge-dispersed and hydrophobic anion (TCM, TCB and HCCP) gather triEDOT/6EDOT units into an extended $\pi$-stacked cluster surrounded by IL anions followed by a nano-segregation between the tri-EDOT cluster and the PTS units/16SS chains. On the contrary, the hydrophilic Cl and ES anions remain in solution and have a limited effect on the morphology of PEDOT:PSS. At a larger scale, we observe a collapse of the long domain of $\pi$-stacked tri-EDOT units into a compact cluster where IL anions play the role of compaction agent. We observe that Cl and ES anions do not modify the tri-EDOT:PTS complex organization. However, replacing PTS small anions by 16SS chains results in the formation of dense tri-EDOT:16SS and 6EDOT:16SS complexes: if the addition of IL cannot induce a complete segregation of 16SS chains in solution, analysis reveal that it can however, depending of its nature, modify the complex morphology. Indeed, 16SS chains are more segregated from tri-EDOT/6EDOT units in presence of TCM, TCB and HCCP anions while the complex morphology is mostly unaffected by Cl and ES anions.
- The change in morphology of PEDOT:PSS supports the hypothesis of an ion exchange between PEDOT:PSS and ILs. The electrical conductivity enhancement may be correlated
to the change in morphology observed in the MD simulations: larger domains made of $\pi$ stacked PEDOT units favor a higher charge carrier mobility $(\mu)$ while anions decorating the aggregates induce $p$-doping of the PEDOT units resulting in a higher charge carrier density $(n)$. The MD simulations confirm that bulky, hydrophobic but water-soluble IL anions with multiple electron-withdrawing groups would be required to achieve satisfactory conductivity enhancement.

Although we probed the influence of IL anions on the resulted morphology, future investigations will be devoted to find suitable IL cations to further improve ion exchange. In particular, a promising direction would be to replace the aromatic EMIM cation by a protic IL cation that can form hydrogen bonds with PSS favoring decoupling with PEDOT.

Another direction would be to improve the model of PEDOT:PSS by increasing the length of the polymer chains, at the expense of longer equilibration time due to existence of entanglements between PEDOT and PSS chains. The parallel tempering method would be useful in order to overcome the resulting slow dynamic: the idea consists in simulating replica of the system at different temperatures and regularly wrapping temperature of the replicas through a MC scheme [310].

The atomistic description of our systems prevents exploration of larger scale morphologies due to high computational cost to estimate interactions and to long timescale equilibration process. Hence, coarse-grained description of PEDOT:PSS can be used in order to investigate ion exchange at the micrometer scale. Several coarse-grained descriptions of PEDOT:PSS have been proposed in the literature [311, 312].

In addition to provide a high electrical conductivity, the ionic liquid EMIM:TCB has been employed as a plasticizer for PEDOT:PSS in order to produce highly stretchable, semitransparent and solution-processed electronic devices [12]. In order to understand the lower stress that PEDOT:PSS thin films undergo in presence of EMIM:TCB compared to untreated PEDOT:PSS samples, non-equilibrium MD simulation of PEDOT:PSS is required to link the change in PEDOT:PSS morphology with its mechanical properties.
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In this appendix, we present the "home-made" Monte Carlo simulation package. Altough various modifications have been introduced to perform the different simulations, the following simulation package is adapted to perform an osmotic pressure calculation in a hexagonal DNA lattice with 6 -AuNPs without salt.

## A. 1 Program to generate the coarse-grained system

The program to generate the system is 'Initialization_system.cpp' and corresponding header file is also given as 'Initialization_system.h'.

## A.1.1 Initialization_system.cpp

Listing A. 1 - Initialization_system.cpp

```
    frame
#include <iostream>
#include <vector>
#include <cmath>
#include <gsl/gsl_rng.h>
#include <chrono>
#include <ctime>
#include <iomanip>
#include <fstream>
#include <sstream>
#include "Initialization_System.h"
#define PI 3.14159265
using namespace std;
Init_System ::Init_System()
{}
Init_System::~Init_System()
{}
Init_System::Init_System(double box_x, double box_y, double box_z)
{
    this ->box_x = box_x;
    this }->\mathrm{ box_y = box_y;
    this }->\mathrm{ box_z = box_z;
}
void Init_System::Init__polymer(int N_basis, double z_strand,
    string Residue, double x_init, double y_init, double z_init)
{
    double i;
```

```
    vector<double> buffer(3,0.0);
    double theta = (PI/180.0)*((180-154.4)/2);
    double alpha = (PI/180.0)*(154.4);
    double phi = (PI/180.0)*(36);
// Now, let's construct the rest of the polymer chain
for (i = 1; i <= N__basis; i++)
{
// We initialize the central bead.
buffer.at(0) = x_init;
buffer.at(1) = y_init;
buffer.at(2) = z_init + (i-1) * z_strand;
buffer.at(0) = Check_PBC_Box(buffer.at(0), box_x);
buffer.at(1) = Check_PBC_Box(buffer.at(1), box_y);
buffer.at(2) = Check_PBC_Box(buffer.at(2), box_z);
coordinates.push_back(buffer);
index_atom.push_back(index_atom.size() + 1);
atomic_number.push_back(100);
name_res.push_back(Residue);
charge.push_back(0);
radius_DNA.push_back (3.9);
// Initialisation of the inner balls
buffer.at(0) = x_init + 5.9 * cos(-theta -alpha +((i-1) * phi));
buffer.at(1)= y_init + 5.9 * sin(-theta -alpha +((i-1) * phi));
buffer.at(2) = z_init + ((i-1) * z_strand);
buffer.at(0)= Check_PBC_Box(buffer.at(0), box_x);
buffer.at(1) = Check_PBC_Box(buffer.at(1), box_y);
buffer.at(2)= Check_PBC_Box(buffer.at(2), box_z);
coordinates.push_back(buffer);
index_atom.push_back(index_atom.size() + 1);
atomic_number.push_back (16);
name_res.push_back(Residue);
charge.push_back(0);
radius_DNA.push_back (2.1);
buffer.at(0) = x_init + 5.9 * cos(-theta +((i-1) * phi));
buffer.at(1) = y_init + 5.9 * sin(-theta +((i-1) * phi));
buffer.at(2) = z_init + ((i -1) * z_strand) + 0.78;
buffer.at(0)= Check_PBC_Box(buffer.at(0), box_x);
buffer.at(1) = Check_PBC_Box(buffer.at(1), box_y);
buffer.at(2) = Check_PBC_Box(buffer.at(2), box_z);
coordinates.push_back(buffer);
index_atom.push_back(index_atom.size() + 1);
atomic_number.push_back (16);
```

```
    name__res.push__back(Residue);
    charge.push__back (0);
    radius__DNA.push__back(2.1);
    // Initialisation of the outer balls (charged)
    buffer.at(0) = x__init + 8.9* cos(-theta -alpha + ((i-1) * phi ));
    buffer.at(1) = y__init + 8.9 * sin(-theta -alpha +((i-1) * phi));
    buffer.at(2) = z__init + ((i-1) * z__strand );
    buffer.at(0) = Check_PBC__Box(buffer.at(0), box__x);
    buffer.at(1) = Check_PBC__Box(buffer.at(1), box_y);
    buffer.at(2) = Check_PBC__Box(buffer.at(2), box__z);
    coordinates.push__back(buffer)
    index__atom.push__back(index__atom.size() + 1);
    atomic__number.push__back (8);
    name__res.push__back(Residue);
    charge.push__back(-1);
    radius__DNA.push__back(2.1);
    buffer.at(0)= x_init + 8.9 * cos(-theta +((i-1)* phi));
    buffer.at(1) = y_init + 8.9 * sin(-theta +((i-1)* phi));
    buffer.at(2) = z_init + ((i - ) * z_strand ) + 0.78;
    buffer.at(0)= Check_PBC__Box(buffer.at(0), box__x);
    buffer.at(1) = Check_PBC__Box(buffer.at(1), box_y);
    buffer.at(2) = Check_PBC__Box(buffer.at(2), box_z);
    coordinates.push__back(buffer)
    index__atom.push__back(index__atom.size() + 1);
    atomic_number.push__back (8);
    name__res.push__back(Residue);
    charge.push__back(-1);
    radius__DNA.push__back(2.1);
}
// In a separate way, we update the connectivity of the chain.
vector<int> buffer__connectivity;
for (i = 1; i <= N__basis; i++ )
{
    // We derive the connectivity of the inner neutral balls
    buffer__connectivity.clear();
    buffer__connectivity.push__back(index__atom.at (4*(i - 1)));
    buffer__connectivity.push__back(index__atom.at (4*(i - 1)) +3);
    connectivity.push__back(buffer__connectivity);
    buffer__connectivity.clear();
    buffer__connectivity.push__back(index__atom.at (4*(i - 1)) +1);
    buffer__connectivity.push__back(index__atom.at (4*(i - 1))+2);
    connectivity.push__back(buffer__connectivity);
        // We derive the connectivity of each phosphate
```

```
if( i == 1 )
{
    buffer_connectivity.clear();
    buffer_connectivity.push_back(index_atom.at (4*(i - 1))+2);
    buffer_connectivity.push_back(index_atom.at (4*(i-1))+1);
    buffer_connectivity.push_back(index_atom.at(4*(i))+2);
    connectivity.push_back(buffer_connectivity);
    buffer_connectivity.clear();
    buffer_connectivity.push_back(index_atom.at (4*(i - 1))+3);
    buffer_connectivity.push_back(index_atom.at(4*(i - 1)));
    buffer_connectivity.push_back(index_atom.at (4*(i))+3);
    connectivity.push_back(buffer_connectivity);
}
else
    {
        if( i = N__basis )
        {
            buffer_connectivity.clear();
            buffer_connectivity.push_back(index_atom.at (4*(i-1))+2);
            buffer_connectivity.push_back(index_atom.at (4*(i - 1))+1);
            buffer_connectivity.push_back(index_atom.at (4*(i-2))+2);
            connectivity.push_back(buffer_connectivity);
            buffer_connectivity.clear();
            buffer_connectivity.push_back(index_atom.at (4*(i - 1))+3);
            buffer_connectivity.push_back(index_atom.at (4*(i - 1)));
            buffer_connectivity.push_back(index_atom.at (4*(i - 2))+3);
            connectivity.push_back(buffer_connectivity);
        }
        else
        {
            buffer_connectivity.clear();
                buffer_connectivity.push_back(index_atom.at (4*(i-1))+2);
                buffer_connectivity.push_back(index_atom.at (4*(i-1))+1);
                buffer_connectivity.push_back(index_atom.at (4*(i - 2))+2);
                buffer_connectivity.push_back(index_atom.at (4*(i))+2);
                connectivity.push_back(buffer_connectivity);
                buffer_connectivity.clear();
                buffer_connectivity.push_back(index_atom.at (4*(i-1))+3);
                buffer_connectivity.push_back(index_atom.at (4*(i - 1)));
                buffer_connectivity.push_back(index_atom.at (4*(i - 2))+3);
                buffer_connectivity.push_back(index_atom.at (4*(i))+3);
                connectivity.push_back(buffer_connectivity);
            }
    }
```

\}
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\}
bool Init_System: Add__Free__Ion(double radius, string Residue,
double q, int atomic__n, double x_ion, double y__ion, double z_ion)
\{
bool IsSetUpProperly $=$ true;
vector<int> buffer__connectivity;
vector <double> buffer $(3,0)$;
int atoms;
double r_square $=0.0$;
double r_m_square $=5 * 5$;
// Test if the atom is inserted properly in the box
if $\left(x \_i o n<(\right.$ box_x $\left.-(1.5)) \& \& x \_i o n>(0+(1.5))\right)$
\{
buffer.at $(0)=x \_i o n ;$
\}
else
\{
IsSetUpProperly $=$ false;
return IsSetUpProperly;
\}
if $\left(y \_\right.$ion $<($box_y $-(1.5)) \& \&$ y__ion $\left.>(0+(1.5))\right)$
\{
buffer.at (1) = y_ion;
\}
else\{
IsSetUpProperly $=$ false;
return IsSetUpProperly;
\}
if $\left(\mathrm{z} \_\right.$ion $<($box_z $-(1.5))$ \& $\mathrm{z} \_$ion $\left.>(0+(1.5))\right)$
\{
buffer.at (2) = z_ion;
\}
else\{
IsSetUpProperly $=$ false;
return IsSetUpProperly;
\}
// Test if there is interpenetration between the DNAs
// and the inserted ions.
for ( atoms $=0 ;$ atoms $<$ coordinates.size () ; atoms ++ )
\{
$r_{\text {_square }}=$ pow (coordinates.at (atoms) $\left.[0]-\operatorname{buffer} . \operatorname{at}(0), 2\right)+$
pow (coordinates.at (atoms) [1] - buffer.at (1), 2) +
pow (coordinates.at (atoms) [2] - buffer.at (2), 2);
if (r_square $<(($ radius_DNA. at $($ atoms $)+1.5) *($ radius_DNA. at (atoms $)+1.5)))$
\{
return false;
\}
\}
// Test if there is interpenetration between the inserted ion
// and the gold nanoparticles.
for $($ atoms $=0 ;$ atoms $<$ coordinates_gold. size (); atoms ++ )
\{
r_square $=$ pow (coordinates_gold.at (atoms) $[0]-$ buffer.at (0), 2) +
pow (coordinates_gold.at (atoms) [1] - buffer.at (1), 2) +
pow (coordinates_gold.at (atoms) [2] - buffer.at (2), 2);
if $\left(\mathrm{r} \_\right.$square $\left.<(15 * 15)\right)$
\{
return false;
\}
\}
// Test if there is interpenetration between the previous ions and
// the current one.
for $($ atoms $=0 ;$ atoms $<$ coordinates_free__ions.size (); atoms ++ )
\{
$r_{\text {_ square }}=$ pow (coordinates_free_ions.at (atoms) [0] - buffer.at (0), 2) +
pow (coordinates_free_ions.at (atoms) [1] - buffer.at (1), 2) +
pow (coordinates_free_ions.at (atoms) [2] - buffer.at (2), 2);
if $\left(r \_\right.$square $\left.<(4 * 4)\right)$
\{
return false;
$\}$
\}
// We update the coordinates with the new atom
coordinates_free__ions.push__back(buffer);
// We update the attributes of the object
index__atom_free__ions.push__back(index__atom_free__ions.size () + 1);
atomic__number_free_ions.push_back (atomic_n );
name_res_free__ions.push__back (Residue) ;
charge_free__ions.push__back(q);
buffer_connectivity.push_back(index_atom_free_ions.size ()) ;
connectivity_free__ions.push__back(buffer_connectivity);
return IsSetUpProperly;
\}
bool Init__System: Add__Gold_Nano(double radius__gold, double radius__surf,
string Residue, double $q, i \bar{n} t$ atomic__gold, int atomic_branch,
int atomic__ammonium, double x_ion, double y__ion, double z_ion,
double cos_theta, double sin_theta, double phi, int ligands,
int count__success_insertion__gold)
\{
bool IsSetUpProperly $=$ true;
vector $<$ int $>$ buffer_connectivity;
vector <double> buffer_gold (3,0);

```
vector <double> buffer_surf(3,0);
int atoms;
double r_square = 0.0;
double total_radius_gold_nano = 11.5;
```



```
/********************************************************************
/******* Insert gold core in the box ********/
/****************************************************************/
// Test if the atom is inserted properly in the box
if(x_ion < (box_x - total_radius_gold__nano) &&
x_ion > (0 + total_radius_gold__nano))
{
    buffer_gold.at(0) = x_ion;
}
else
{
    IsSetUpProperly = false;
    return IsSetUpProperly;
}
if(y_ion < (box_y - total_radius_gold__nano) &&
y_ion > (0 + total_radius_gold_nano))
{
    buffer_gold.at(1) = y_ion;
}
else{
    IsSetUpProperly = false;
    return IsSetUpProperly;
}
if(z_ion < (box_z - total_radius_gold_nano) &&
z_ion > (0 + total_radius_gold__nano))
{
    buffer_gold.at(2) = z_ion;
}
else{
    IsSetUpProperly = false;
    return IsSetUpProperly;
}
// Test if there is interpenetration between previous inserted atoms
// and the current ones.
for( atoms = 0; atoms < coordinates.size(); atoms ++ )
{
    r_square = pow(coordinates.at(atoms)[0] - buffer_gold.at(0),2) +
                        pow(coordinates.at(atoms)[1] - buffer_gold.at(1),2) +
                        pow(coordinates.at(atoms)[2] - buffer_gold.at(2),2);
    if(r_square < ((radius_DNA.at(atoms)+11.5)*(radius_DNA.at(atoms)+11.5)))
    {
        return false;
    }
```

```
}
// Test if there is interpenetration between previous inserted atoms
// and the current ones
for( atoms = 0; atoms < coordinates_gold.size(); atoms = atoms + 25 )
{
    r_square = pow(coordinates_gold.at(atoms)[0] - buffer_gold.at(0),2) +
                    pow(coordinates_gold.at(atoms)[1] - buffer_gold.at(1),2) +
                            pow(coordinates_gold.at(atoms)[2] - buffer_gold.at(2),2);
        if(r_square < (23*23))
        {
        return false;
        }
}
// Test if there is interpenetration between the inserted
// ion and the previous ions
for( atoms = 0; atoms < coordinates_free_ions.size(); atoms ++ )
{
        r_square = pow(coordinates_free_ions.at(atoms)[0] - buffer_gold.at(0),2) +
                pow(coordinates_free_ions.at(atoms)[1] - buffer_gold.at(1),2) +
                pow(coordinates_free_ions.at(atoms)[2] - buffer_gold.at(2),2);
        if(r_square < (13*13))
    {
        return false;
    }
}
// We update the coordinates with gold nanoparticle core.
coordinates_gold.push_back(buffer_gold);
// We update the attributes of the object for the gold nanoparticle
index_atom_gold.push_back(index_atom_gold.size() + 1);
atomic_number_gold.push_back(atomic_gold);
name_res_gold.push_back(Residue);
charge_gold.push_back (0.0);
/****************************************************************/
/******** Insert ligands to AuG ********/
/**************************************************************/
// call random number generator.
double cos_theta_on_gold;
double sin_theta_on_gold;
double phi_on_gold;
int neutral_atoms = 3;
// Construction of the ligands around one gold nanoparticles.
// construct serie of 4 for theta = PI/2 and PHI = PI/2
    for (int i_ligands = 0; i_ligands < 4; i_ligands++)
    {
```

```
    double theta = PI/2;
```

    double theta = PI/2;
    double phi = PI/2;
    double phi = PI/2;
    // construct the branch with the neutral atoms
    // construct the branch with the neutral atoms
    for(int j = 0; j < neutral__atoms; j++)
    for(int j = 0; j < neutral__atoms; j++)
    {
    {
        // Select a surface atom
        // Select a surface atom
        buffer_surf.at(0) = buffer_gold.at(0) +
        buffer_surf.at(0) = buffer_gold.at(0) +
        (radius_gold + double(j)*2.0/3
        (radius_gold + double(j)*2.0/3
        *radius_surf) * sin(theta) * cos(i_ligands * phi);
        *radius_surf) * sin(theta) * cos(i_ligands * phi);
        buffer_surf.at(1) = buffer_gold.at(1) +
        buffer_surf.at(1) = buffer_gold.at(1) +
        (radius_gold + double(j)*2.0/3
        (radius_gold + double(j)*2.0/3
        *radius_surf) * sin(theta) * sin(i__ligands * phi);
        *radius_surf) * sin(theta) * sin(i__ligands * phi);
        buffer_surf.at(2) = buffer_gold.at(2) +
        buffer_surf.at(2) = buffer_gold.at(2) +
        (radius_gold + double(j)*2.0/3
        (radius_gold + double(j)*2.0/3
        *radius_surf) * cos(theta);
        *radius_surf) * cos(theta);
            // We update the coordinates with the surf containing the charge.
            // We update the coordinates with the surf containing the charge.
            coordinates_gold.push_back(buffer__surf);
            coordinates_gold.push_back(buffer__surf);
            // We update the attributes of the object for the surface
            // We update the attributes of the object for the surface
            index_atom_gold.push_back(index_atom_gold.size() + 1);
            index_atom_gold.push_back(index_atom_gold.size() + 1);
            atomic_number_gold.push_back(atomic__branch );
            atomic_number_gold.push_back(atomic__branch );
            name_res_gold.push_back(Residue);
            name_res_gold.push_back(Residue);
            charge_gold.push_back(0.0);
            charge_gold.push_back(0.0);
        }
        }
    // construct the final atom
    // construct the final atom
    // Select a surface atom
    // Select a surface atom
    buffer_surf.at(0) = buffer_gold.at(0) +
    buffer_surf.at(0) = buffer_gold.at(0) +
    (radius_gold + double(neutral_atoms) * 2/3*radius_surf) *
    (radius_gold + double(neutral_atoms) * 2/3*radius_surf) *
        sin(theta) * cos(i_ligands * phi);
        sin(theta) * cos(i_ligands * phi);
    buffer_surf.at(1) = buffer_gold.at(1) +
    buffer_surf.at(1) = buffer_gold.at(1) +
        (radius_gold + double(neutral_atoms) * 2/3*radius_surf) *
        (radius_gold + double(neutral_atoms) * 2/3*radius_surf) *
        sin(theta) * sin(i_ligands * phi);
        sin(theta) * sin(i_ligands * phi);
    buffer_surf.at(2) = buffer_gold.at(2) +
    buffer_surf.at(2) = buffer_gold.at(2) +
        (radius_gold + double(neutral_atoms) * 2/3*radius_surf) * cos(theta);
        (radius_gold + double(neutral_atoms) * 2/3*radius_surf) * cos(theta);
    // We update the coordinates with the surf containing the charge.
    // We update the coordinates with the surf containing the charge.
    coordinates_gold.push_back(buffer__surf);
    coordinates_gold.push_back(buffer__surf);
    // We update the attributes of the object for the surface
    // We update the attributes of the object for the surface
    index_atom_gold.push_back(index_atom_gold.size() + 1);
    index_atom_gold.push_back(index_atom_gold.size() + 1);
    atomic_number_gold.push_back(atomic_ammonium);
    atomic_number_gold.push_back(atomic_ammonium);
    name_res_gold.push__back(Residue);
    name_res_gold.push__back(Residue);
    charge_gold.push_back(q);
    charge_gold.push_back(q);
    }
    }
    // construct serie of 2 for theta = (0 or 1)PI.
// construct serie of 2 for theta = (0 or 1)PI.
for(int k = 0; k <= 1; k++)
for(int k = 0; k <= 1; k++)
{
{
for (int i_ligands = 0; i_ligands < 1; i_ligands++)
for (int i_ligands = 0; i_ligands < 1; i_ligands++)
{

```
    {
```

```
double theta = 0 + k*PI;
double phi = PI/2;
    // construct the branch with the neutral atoms
    for(int j = 0; j < neutral_atoms; j++)
    {
    // Select a surface atom
        buffer_surf.at(0) = buffer_gold.at(0) +
        (radius_gold + double(j)*2/3*radius_surf) *
        sin(theta) * cos(i_ligands * phi );
        buffer_surf.at(1) = buffer_gold.at(1) +
        (radius_gold + double(j)*2/3*radius_surf) *
        sin(theta) * sin(i_ligands * phi );
        buffer_surf.at(2) = buffer_gold.at(2) +
        (radius_gold + double(j)*2/3*radius_surf) * cos(theta);
        // We update the coordinates with the surf containing the charge.
        coordinates_gold.push_back(buffer_surf);
        // We update the attributes of the object for the surface
        index_atom_gold.push_back(index_atom_gold.size() + 1);
        atomic_number_gold.push_back(atomic_branch );
        name_res_gold.push_back(Residue);
        charge_gold.push_back(0.0);
    }
// construct the final atom
// Select a surface atom
buffer__surf.at(0) = buffer__gold.at(0) +
(radius__gold + double(neutral__atoms) * 2/3*radius__surf) *
sin(theta) * cos(i__ligands * phi );
buffer__surf.at(1) = buffer__gold.at(1) +
(radius__gold + double(neutral__atoms) * 2/3*radius__surf) *
sin(theta) * sin(i__ligands * phi );
buffer_surf.at(2) = buffer_gold.at(2) +
(radius_gold + double(neutral_atoms) * 2/3*radius_surf) *
cos(theta);
// We update the coordinates with the surf containing the charge.
coordinates__gold.push__back(buffer__surf);
// We update the attributes of the object for the surface
index__atom__gold.push__back(index__atom__gold.size() + 1);
atomic__number__gold.push__back(atomic__ammonium);
name__res__gold.push__back(Residue);
charge__gold.push__back(q);
}
```

\}

```
// Adaptation of the connectivity.
//We construct the connectivity of the core AuG.
buffer_connectivity.push_back(index_atom_gold.at(0) +
(count_success_insertion_gold * (1 + ligands * 4)));
for(int i = 0; i < ligands; i++)
{
        buffer_connectivity.push_back(index_atom_gold.at(1 + i*4) +
        (count_success_insertion_gold * (1 + ligands * 4)));
}
connectivity_gold.push_back(buffer_connectivity);
buffer_connectivity.clear();
//We construct the connectivity of the ligand.
for(int i = 0; i < ligands; i++)
{
        buffer_connectivity.push_back(index_atom_gold.at(1 + i*4) +
        (count_success_insertion_gold * (1 + ligands * 4)));
        buffer_connectivity.push_back(index_atom_gold.at(0) +
        (count_success_insertion_gold * (1 + ligands * 4)));
        buffer_connectivity.push_back(index_atom_gold.at(2 + i*4) +
        (count_success_insertion_gold * (1 + ligands * 4)));
        connectivity_gold.push_back(buffer_connectivity);
        buffer_connectivity.clear();
        buffer_connectivity.push_back(index_atom_gold.at(2 + i*4) +
        (count_success_insertion_gold * (1 + ligands * 4)));
        buffer_connectivity.push_back(index_atom_gold.at(1 + i*4) +
        (count_success_insertion_gold * (1 + ligands * 4)));
        buffer_connectivity.push_back(index_atom_gold.at(3 + i*4) +
        (count_success_insertion_gold * (1 + ligands * 4)));
        connectivity_gold.push_back(buffer_connectivity);
        buffer_connectivity.clear();
        buffer_connectivity.push_back(index_atom_gold.at(3 + i*4) +
        (count_success_insertion_gold * (1 + ligands * 4)));
        buffer_connectivity.push_back(index_atom_gold.at(2 + i*4) +
        (count_success_insertion_gold * (1 + ligands * 4)));
        buffer_connectivity.push_back(index_atom_gold.at(4 + i*4) +
        (count_success_insertion_gold * (1 + ligands * 4)));
        connectivity_gold.push__back(buffer_connectivity);
```

```
    buffer_connectivity.clear();
        buffer_connectivity.push_back(index_atom_gold.at(4 + i*4) +
        (count_success_insertion_gold * (1 + ligands * 4)));
        buffer_connectivity.push_back(index_atom_gold.at(3 + i*4) +
        (count_success_insertion_gold * (1 + ligands * 4)));
        connectivity_gold.push_back(buffer__connectivity);
        buffer_connectivity.clear();
    }
    // Clear the vector
    buffer_gold.clear();
    buffer_surf.clear();
    return IsSetUpProperly;
}
void Init_System:: Reorganize_order()
{
double initial_coordinates_size = coordinates.size();
// Reorganize vector of the free_ions added to total coordinates.
for(int i = 0; i < coordinates_free_ions.size(); i++)
{
        coordinates.push_back(coordinates_free_ions[i]);
        index_atom.push_back(index_atom_free_ions.at(i) + initial_coordinates_size);
        atomic__number.push_back(atomic_number_free_ions.at(i));
        name_res.push_back(name_res_free_ions.at(i));
        charge.push_back(charge_free_ions.at(i));
}
for(int i = 0; i < connectivity_free_ions.size(); i++)
{
    for(int j = 0; j < connectivity_free_ions[i].size(); j++)
    {
            connectivity_free_ions.at(i)[j] += initial_coordinates_size;
        }
        connectivity.push_back(connectivity_free_ions[i]);
    }
    // Update the initial coordinate size
initial_coordinates_size = coordinates.size();
// Reorganize vector of the gold nanoparticle added to total coordinates.
for(int i = 0; i < coordinates_gold.size(); i++)
{
    coordinates.push_back(coordinates_gold[i]);
    index_atom.push_back(index_atom_gold.at(i) + initial_coordinates__size);
```
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```
        atomic_number.push_back(atomic_number_gold.at(i));
```

        atomic_number.push_back(atomic_number_gold.at(i));
        name_res.push_back(name_res_gold.at(i));
        name_res.push_back(name_res_gold.at(i));
        charge.push_back(charge_gold.at(i));
        charge.push_back(charge_gold.at(i));
    }
    }
    for(int i = 0; i < connectivity_gold.size(); i++)
    for(int i = 0; i < connectivity_gold.size(); i++)
    {
    {
        for(int j = 0; j < connectivity_gold[i].size(); j++)
        for(int j = 0; j < connectivity_gold[i].size(); j++)
        {
        {
            connectivity_gold.at(i)[j] += initial_coordinates_size;
            connectivity_gold.at(i)[j] += initial_coordinates_size;
        }
        }
        connectivity.push_back(connectivity_gold[i]);
        connectivity.push_back(connectivity_gold[i]);
    }
    }
    }
void Init_System::Output_System(string output_system)
void Init_System::Output_System(string output_system)
{
ofstream oFS;
ofstream oFS;
oFS.open(output_system.c__str());
oFS.open(output_system.c__str());
if (oFS)
if (oFS)
{
{
oFS << "SYSTEM_CONSTRUCTION" << endl;
oFS << "SYSTEM_CONSTRUCTION" << endl;
oFS << coordinates.size() << endl;
oFS << coordinates.size() << endl;
oFS << fixed << setprecision(2) <<box_x <<" "<< box_y <<" "<< box_z << endl;
oFS << fixed << setprecision(2) <<box_x <<" "<< box_y <<" "<< box_z << endl;
for( int site = 0; site < index_atom.size(); site++ )
for( int site = 0; site < index_atom.size(); site++ )
{
{
oFS << index_atom.at(site) <<" "<< atomic_number.at(site) <<" ";
oFS << index_atom.at(site) <<" "<< atomic_number.at(site) <<" ";
oFS << fixed << setprecision(20) << coordinates.at(site)[0] <<"'
oFS << fixed << setprecision(20) << coordinates.at(site)[0] <<"'
"<< coordinates.at(site)[1] <<" "<< coordinates.at(site)[2] <<" ";
"<< coordinates.at(site)[1] <<" "<< coordinates.at(site)[2] <<" ";
oFS << fixed << setprecision(2) << charge.at(site) <<" ";
oFS << fixed << setprecision(2) << charge.at(site) <<" ";
oFS << name_res.at(site) << endl;
oFS << name_res.at(site) << endl;
}
}
oFS << "CONNECTIVITY_IN_THE_SYSTEM" << endl;
oFS << "CONNECTIVITY_IN_THE_SYSTEM" << endl;
for( int connection = 0; connection < connectivity.size(); connection++ )
for( int connection = 0; connection < connectivity.size(); connection++ )
{
{
for (int sub_connection = 0; sub_connection <
for (int sub_connection = 0; sub_connection <
connectivity[connection].size(); sub_connection++ )
connectivity[connection].size(); sub_connection++ )
{
{
oFS << connectivity.at(connection)[sub_connection] <<" ";
oFS << connectivity.at(connection)[sub_connection] <<" ";
}
}
oFS << endl;
oFS << endl;
}
}
}
}
else
else
{
{
cout << "ERROR: Cannot open "<< output_system <<" file" << endl;

```
        cout << "ERROR: Cannot open "<< output_system <<" file" << endl;
```

```
    }
    oFS.close();
    oFS.clear();
}
void Init_System::Output_Residue(string output__residue)
{
    cout << "writing residue list to " << output_residue << "..." << endl;
    int counter = 0;
    ofstream oFS;
    oFS.open(output_residue.c_str());
    vector <string> list_residue;
    vector <int> atom_in_residue;
    // we count the different numbe of residue
    int count = 1;
    for( int i = 0; i < name_res.size()-1; i++)
    {
        if (name_res.at(i) != name_res.at(i+1)) count++;
    }
    //We separate the case where there is one residue from the case
    // where there are several.
    if( count == 1 )
    {
        list_residue.push_back(name_res.at (0));
        atom_in_residue.push_back(name_res.size());
    }
    else
    {
        int counter = 0;
        for( int atom = 0; atom < index_atom.size()-1 ; atom++ )
        {
            counter++;
            if (name_res.at(atom) != name_res.at(atom+1))
            {
            list_residue.push_back(name_res.at(atom));
            atom_in_residue.push_back(counter);
            counter = 0;
                }
        }
        //For the last residue.
        counter = 0;
        for(int i = 0; i < index__atom.size(); i++)
        {
            if (name_res.at(i) = name_res.at(index_atom.size() - 1))
            {
                counter++;
```

```
                }
            }
        list_residue.push_back(name_res.at(index_atom.size() - 1));
        atom_in_residue.push_back(counter);
    }
    if (oFS)
    {
        oFS << "RESIDUE_LIST" << endl;
        for( int j = 0; j < list__residue.size(); j++ )
        {
                oFS << atom_in_residue.at(j) <<" "<< list_residue.at(j) << endl;
        }
    }
    else
    {
        cout << "ERROR: Cannot open "<< output_residue <<" file" << endl;
    }
    oFS.close();
    oFS.clear();
}
void Init_System::Output_Connectivity(string output_connectivity)
{
    cout << " writing connectivity to " << output_connectivity << "..." << endl;
    ofstream oFS;
    oFS.open(output_connectivity.c__str());
    if (oFS)
    {
        for( int connection = 0; connection < connectivity.size(); connection++ )
        {
            for (int sub_connection = 0; sub_connection <
            connectivity[connection].size(); sub_connection++ )
            {
                oFS << connectivity.at(connection)[sub_connection] <<" ";
            }
            oFS << endl;
        }
    }
    else
    {
        cout << "ERROR: Cannot open "<< output_connectivity <<" file" << endl;
    }
    oFS.close();
    oFS.clear();
}
```
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vector <vector<double> > * Init_System::getTraj()

```
vector <vector<double> > * Init_System::getTraj()
{
{
        return &(coordinates);
        return &(coordinates);
}
}
vector <int> * Init_System::getIndexAtoms()
vector <int> * Init_System::getIndexAtoms()
{
{
        return &(index_atom);
        return &(index_atom);
}
}
vector <int> * Init_System::getTypeAtoms()
vector <int> * Init_System::getTypeAtoms()
{
{
        return &(atomic_number);
        return &(atomic_number);
}
}
vector <string> * Init_System::getNameResidue()
vector <string> * Init_System::getNameResidue()
{
{
        return &(name_res);
        return &(name_res);
}
}
vector <double> * Init_System::getCharge()
vector <double> * Init_System::getCharge()
{
{
        return &(charge);
        return &(charge);
}
}
vector <vector<int> > * Init_System::getConnectivity()
vector <vector<int> > * Init_System::getConnectivity()
{
{
        return &(connectivity);
        return &(connectivity);
}
}
double Init_System::Check_PBC_Box(double position, double box_direction)
double Init_System::Check_PBC_Box(double position, double box_direction)
{
{
        double output_position;
        double output_position;
        if ( position > box_direction )
        if ( position > box_direction )
        {
        {
            output_position = position - box_direction;
            output_position = position - box_direction;
        }
        }
        else
        else
        {
        {
            if ( position < 0 )
            if ( position < 0 )
            {
            {
                output_position = position + box_direction;
                output_position = position + box_direction;
            }
            }
            else
            else
            {
            {
                output_position = position;
                output_position = position;
            }
            }
        }
        }
        return output_position;
        return output_position;
}
```

}

```

\section*{A.1.2 Initialization_system.h}

\section*{Listing A. 2 - Initialization_system.h}
```

    frame
    /*
*

* Initialisation of the system - declaration
* 

*/
\#ifndef INIT_SYSTEM_H
\#define INIT_SYSTEM_H
\#include <vector>
using namespace std;
class Init_System
{
private:
/* size x box */
double box_x;
/* size y box */
double box_y;
/* size z box */
double box_z;
/********* vector containing the elements of our system. **********/
/* Vector containing coordinate of the N_chain */
vector <vector<double> > coordinates;
/* Vector containing the index of each atom */
vector <int> index_atom;
/* Vector containing the name of each atom */
vector <int> atomic_number;
/* Vector containing the name of residue */
vector <string> name_res;
/* Vector containing the name of residue */
vector <double> charge;
/* Vector containing connectivity of each atom */
vector <vector<int>> connectivity;
/******** buffer for the free_ions *********/
vector <vector<double> > coordinates_free_ions;
vector <int> index_atom_free_ions;
vector <int> atomic__number_free_ions;

```
```

    vector <string> name__res_free__ions;
    vector <double> charge__free__ions;
    vector <vector<int>> connectivity_free__ions;
    /******** buffer for the gold nanoparticles *********/
    vector <vector <double > > coordinates_gold;
    vector <int> index__atom__gold;
    vector <int> atomic__number__gold;
    vector <string> name__res__gold;
    vector <double> charge__gold;
    vector <vector <int> > connectivity_gold;
    vector<double> radius__DNA;
    vector < double > radius__ions;
    vector<double> radius__AuNPS;
    public:
    Init__System();
    ~Init_System();
    Init__System(double box_x, double box_y, double box__z);
    void Init__polymer(int N__basis, double z_strand, string Residue,
        double x__init, double y__init, double z__init);
    bool Add__Free_Ion(double radius, string Residue, double charge,
        int q, double x_ion, double y_ion, double z_ion);
    bool Add__Gold_Nano(double radius__gold, double radius__surf,
            string Residue, double q, int atomic__gold, int atomic__branch,
            int atomic__ammonium, double x__ion, double y__ion, double z__ion,
            double cos_theta, double sin__theta, double phi,
            int ligands, int count__success__insertion__gold);
    void Reorganize__order();
void Output__System(string output__system);
void Output__Residue(string output__residue);
void Output Connectivity(string output_connectivity);
vector <vector <double> > * getTraj();
vector <int> * getIndexAtoms();
vector <int> * getTypeAtoms();
vector <string> * getNameResidue();
vector <double> * getCharge()
vector <vector<int> > * getConnectivity ();
double Check_PBC_Box(double position, double box__direction);
};
\#endif

```

\section*{A.1.3 Makefile}

Listing A. 3 - Makefile
frame
exe: main.o Initialization_System.o
g+ -o exe main.o Initialization_System.o -O3 - L/home/ambroise/gsl/lib
-lgsl - lgslcblas -lm -static-libstdc++
```

main.o: main.cpp Initialization__System.h
g++ -o main.o -c main.cpp -std=c}++1
Initialization__System.o: Initialization__System.cpp Initialization__System.h
g++ -o Initialization__System.o -c Initialization__System.cpp -std=c + +11
clean:
rm -rf *.o

```

\section*{A. 2 Program to generate system topology}

The program to generate the system topology is 'Builiding_topology.cpp' and the corresponding header file is also given as 'Building_topology.h'.

\section*{A.2.1 Builiding_topology.cpp}

Listing A. 4 - Builiding_topology.cpp
```

    frame
    \#include "building_topology.h"
\#include <cmath>
Topology:: Topology(string input__system, string init__gro__file,
string topol__system)
{
this }->\mathrm{ -input_system = input_system;
this ->init_gro__file = init__gro__file;
this }->\mathrm{ topol__system = topol__system;
read__Bonded__File("interaction__table/bonded.txt");
read__nonBonded__File("interaction__table/non__bonded.txt");
}
Topology::~ Topology()
{}
void Topology::read__Input_System()
{
ifstream iFS;
iFS.open(input_system.c_str());
string title__init__system = " ";
string title__connection = " ";
string line;
int atom__names__buffer = 0;
int atomic__number__buffer = 0;
vector <double> coordinates__buffer ( 3,0.0);
double charge__buffer = 0.0;
string residue__buffer = " ";
vector <int> connection__buffer;
if(iFS)
{
iFS >> title__init__system;

```
```

        iFS >> atoms;
        iFS >> box_x >> box_y >> box_z;
        for ( int i = 0; i < atoms; i++ )
        {
        iFS >> atom__names__buffer >> atomic__number__buffer >>
        coordinates__buffer.at (0) >> coordinates__buffer.at (1) >>
        coordinates__buffer.at(2) >> charge__buffer >> residue__buffer;
        index__atom.push__back(atom__names__buffer);
        atomic__number.push__back(atomic__number__buffer);
        coordinates.push__back(coordinates__buffer);
        charge.push__back(charge__buffer);
        name__res.push__back(residue__buffer);
        }
        iFS >> title__connection;
        vector <string> read__line;
        int count = 0 ;
        while (getline(iFS,line))
        {
            if(count >= 1)
            {
            read__line = explode(line, '\t');
            for( int i = 0; i < read__line.size(); i++)
            {
                connection__buffer.push__back(stoi(read__line.at(i)));
            }
                    connection.push__back(connection__buffer);
            read_line.clear();
            connection__buffer.clear();
        }
        count++;
        }
    }
    else
    {
        cout << " Cannot open "<< input__system << endl;
    }
    iFS.clear ();
iFS.close();
}
void Topology::output__Gro__File()
{
ofstream oFS;
oFS.open(init__gro_file.c__str());
if (oFS)
{
oFS << atoms << endl;
oFS << box_x <<" "<< box_y <<" "<< box__z << endl;

```
```

        for (int i = 0; i < atoms; i++)
        {
            oFS << atomic_number.at(i) <<" ";
            oFS << fixed << setprecision(20) << coordinates.at(i)[0] <<"
            oFS << fixed << setprecision(20) << coordinates.at(i)[1] <<"
            oFS << fixed << setprecision(20) << coordinates.at(i)[2] <<"
            oFS << name__res.at(i) << endl;
        }
    }
    else
    {
        cout << " Cannot open "<< init__gro__file << endl;
    }
    oFS.close ();
oFS.clear();
}
void Topology::output__Topology__File()
{
ofstream oFS;
oFS.open(topol_system.c_str());
if(oFS)
{
//__W_Write te charge in the output _____///
oFS << "[charge]" << endl;
oFS << ";i q"<< endl;
for( int i = 0; i < atoms; i++ )
{
oFS << index_atom.at(i) <<" "<< charge.at(i) << endl;
}
//__ Write the bond in the output _-____l//
// Retrieve all the bonds from the connections.
vector<vector<int>> enumerate__bond;
vector<int> enumerate__bond__buffer (2,0);
for( int i = 0; i < connection.size(); i++ )
{
enumerate__bond__buffer.at(0) = connection.at(i) [0];
for (int j = 1; j < connection[i].size(); j++)
{
if( connection[i].size() > 1)
{
enumerate__bond__buffer.at(1) = connection.at(i)[j];

```
```

                enumerate__bond.push__back(enumerate__bond__buffer);
            }
        }
    }
// Erase the bonds which appear several times.
for( int i = 0; i < enumerate__bond.size(); i++ )
{
for( int j = i +1; j< enumerate__bond.size(); j++)
{
if( (enumerate__bond.at (i) [0] = enumerate__bond.at (j) [0] \&\&
enumerate__bond.at(i ) [1] = enumerate_bond.at(j)[1] ) ||
(enumerate__bond.at(i) [0] = enumerate__bond.at (j) [1] \&\&
enumerate__bond.at(i)[1] =enumerate__bond.at(j)[0] ) )
{
enumerate__bond.erase(enumerate__bond.begin()+j);
}
}
}
// We construct associate the index of atom to the atomic mass
// and construct the enumerate__bond filled with atomic
// mass instead of index
vector<vector <int > > associate__index__to__atomic_n
(enumerate__bond.size(), vector< <int> (2,0));
associate__index__to__atomic__n.at (0) [0] = atomic__number.at (0);
for( int i = 0; i < enumerate__bond.size(); i++ )
{
for ( int k = 0; k < index__atom.size(); k++ )
{
if( enumerate_bond.at(i)[0]= index__atom.at(k) )
{
associate__index__to__atomic__n.at(i ) [0] = atomic__number.at (k);
}
if( enumerate__bond.at(i)[1]= index__atom.at(k) )
{
associate__index__to__atomic__n.at(i) [1] = atomic__number.at (k);
}
}
}
// We retrieve the energy of each bond with the above vector
associate_index_to__atomic__n and write it in the output file.
oFS << "[bonded]" << endl;
oFS << "; i j K ro" << endl;
for( int i = 0; i < associate__index__to__atomic__n.size(); i++ )
{
for( int j = 0; j < bonded__index.size(); j++)
{
if( (associate_index_to__atomic__n.at(i) [0] = bonded__index.at (j) [0])

```

197 198
            \(\& \&(\) associate__index_to__atomic_n.at (i) \([1]=\) bonded__index.at (j)[1]) )
            \{
            oFS \(\ll\) enumerate__bond.at (i) [0] \(\ll " \quad " \ll\) enumerate__bond.at (i) [1]
            \(\ll\) " " \(\ll\) bonded__values.at (j) [0] \(\ll " \quad " \ll\) bonded__values.at (j) [1]
            \(\ll\) endl;
        \(\}\)
        \}
\(\}\)
//_ Write the angle in the output -_ // // // \(/\)
// Retrieve all the angles from the connections.
vector \(<\) vector \(<\) int \(\gg\) enumerate__angle;
vector \(<\) int \(>\) enumerate__angle__buffer (3,0);
for (int i \(=0 ; \quad \mathrm{i}<\) connection. size () ; i++ )
\{
enumerate_angle__buffer.at (1) = connection.at (i) [0];
    for (int \(\mathrm{j}=1 ; \mathrm{j}<\) connection \([\mathrm{i}] . \operatorname{size}()-1 ; \mathrm{j}++\) )
    \{
        if ( connection [i].size() > 1 )
        \{
            for ( int \(k=j+1 ; k<\operatorname{connection}[i] . \operatorname{size}() ; k++)\)
            \{
            enumerate__angle__buffer.at \((0)=\) connection.at \((i)[j]\);
            enumerate_angle_buffer.at (2) = connection.at (i) [k];
            enumerate__angle.push__back(enumerate__angle__buffer);
            \}
        \(\}\)
    \(\}\)
\}
    Erase the angles which appear several times
for ( int \(\mathrm{i}=0 ; \mathrm{i}<\) enumerate_angle.size (); i++ )
\(\{\)
    for ( int \(j=i+1 ; j<\) enumerate__angle.size () ; \(j++\) )
    \{
        if ( (enumerate_angle.at \((\mathrm{i})[0]=\) enumerate_angle.at (j) [0] \&\&
            enumerate_angle.at \((\mathrm{i})[1]=\) enumerate__angle.at \((\mathrm{j})[1]\) \&\&
            enumerate_angle.at (i) [2] =enumerate_angle.at (j)[2] ) ||
            (enumerate__angle.at (i) \([0]=\) enumerate__angle.at (j) [2] \&\&
            enumerate__angle.at (i) [1] =enumerate__angle.at (j) [1] \&\&
            enumerate__angle.at (i) [2] =enumerate__angle.at (j) [0] ) )
            \{
            enumerate__angle.erase(enumerate__angle.begin()+j);
            \}
    \}
\(\}\)
```

// We construct associate the index of atom to the atomic mass and
// construct the enumerate_angle filled with atomic
// mass instead of index.
associate_index_to__atomic_n.clear();
associate_index_to_atomic_n.resize(enumerate__angle.size(), vector<int> (3,0));
for( int i = 0; i < enumerate_angle.size(); i++ )
{
for ( int k = 0; k < index_atom.size(); k++ )
{
if( enumerate_angle.at(i)[0] = index_atom.at(k) )
{
associate_index_to__atomic_n.at(i)[0] = atomic_number.at(k);
}
if( enumerate_angle.at(i)[1] = index_atom.at(k) )
{
associate_index_to_atomic_n.at(i)[1] = atomic_number.at(k);
}
if( enumerate_angle.at(i)[2] = index_atom.at(k) )
{
associate_index_to__atomic_n.at(i)[2] = atomic_number.at(k);
}
}
}
// We retrieve the energy of each angle with the above vector
// associate_index__to_atomic_n and write it in the output file
oFS << "[angular]" << endl;
oFS << ";i j k K theta "<< endl;
for( int i = 0; i < associate_index_to_atomic_n.size(); i++ )
{
for( int j = 0; j < angular_index.size(); j++)
{
if( (associate_index_to_atomic_n.at(i)[0] = angular_index.at(j)[0])
\&\& (associate_index_to_atomic_n.at(i)[1] == angular_index.at(j)[1])
\&\& (associate_index_to_atomic_n.at(i)[2] == angular_index.at(j)[2]) )
{
oFS << enumerate_angle.at(i)[0] <<" "<< enumerate_angle.at(i)[1]
<<" "<< enumerate_angle.at(i)[2] <<" "<<
angular_values.at(j)[0] <<" "<< angular_values.at(j)[1] << endl;
}
}
}

```

```

// We retrieve the energy of each angle with the above vector
// associate_index_to__atomic_n and write it in the output file
oFS << " [non-bonded] " << endl;

```
```

        oFS << ";i epsilon sigma"<< endl;
        for( int i = 0; i < atomic_number.size(); i++ )
        {
            for( int j = 0; j < non__bonded_index.size(); j++)
            {
                if( (atomic_number.at(i) = non__bonded_index.at(j)) )
                    {
                oFS << index_atom.at(i) <<" "<< non__bonded_values.at(j)[0]
                <<" "<< non_bonded_values.at(j)[1] << endl;
                    }
        }
        }
    }
    else
{
cout << "Cannot open "<< topol_system << endl;
}
oFS.close();
oFS.clear();
void Topology::read_Bonded_File(string bonded_interaction)
ifstream iFS;
iFS.open(bonded_interaction.c_str());
string line;
vector<string> split_line;
vector <int> buffer__bonded_index (2,0);
vector <double> buffer_bonded__values (2,0.0);
vector <int> buffer_angular_index (3,0);
vector <double> buffer_angular_values(2,0.0);
if(iFS)
{
while(getline(iFS, line))
{
if(line[0] != '[' \&\& line[0] != ';')
{
split_line = explode(line, '\t');
if(split_line.size() = 4)
{
buffer_bonded_index.at(0) = stoi(split_line.at(0));
buffer_bonded_index.at(1) = stoi(split_line.at(1))
buffer_bonded__values.at(0) = stod(split_line.at(2));
buffer_bonded_values.at(1) = stod(split_line.at(3));
bonded_index.push_back(buffer__bonded__index);

```
\}
\{
```

                bonded__values.push_back(buffer__bonded__values);
                    }
                else
                {
                if(split_line.size() = 5)
                {
                    buffer_angular_index.at(0) = stoi(split_line.at(0));
                    buffer_angular_index.at(1) = stoi(split_line.at(1));
                    buffer_angular_index.at(2) = stoi(split_line.at(2));
                    buffer_angular_values.at(0) = stod(split_line.at(3));
                    buffer_angular_values.at(1) = stod(split_line.at(4));
                    angular_index.push_back(buffer_angular_index);
                    angular_values.push_back(buffer_angular_values);
                }
            }
            split_line.clear();
        }
        }
    }
    else
    {
        cout << "Cannot open " << bonded_interaction << endl;
    }
    iFS.close();
    iFS.clear();
    }
void Topology::read_nonBonded_File(string nonbonded_interaction)
{
ifstream iFS;
iFS.open(nonbonded_interaction.c_str());
string line;
vector<string> split_line;
int buffer_non__bonded_index = 0;
vector <double> buffer_non_bonded_values (2,0.0);
if (iFS)
{
while(getline(iFS,line))
{
if(line[0] != '['\&\& line[0] != ';')
{
split_line = explode(line, '\t');
if(split_line.size() = 3)
{
buffer_non__bonded_index = stoi(split_line.at(0));
buffer_non_bonded_values.at(0) = stod(split_line.at (1));
buffer_non_bonded_values.at(1) = stod(split_line.at(2));
non_bonded_index.push_back(buffer__non_bonded_index);

```
```

                    }
            }
        }
    }
    else
    {
                cout << "Cannot open" << nonbonded_interaction << endl;
    }
    iFS.close();
    iFS.clear();
    }
vector<string> Topology::explode(const string\& s, const char\& c)
{
string buff{""};
vector<string> v;
for(auto n:s)
{
if(n != c) buff+=n; else
if(n=c \&\& buff != "") { v.push_back(buff); buff = " "; }
}
if(buff != " ") v.push_back(buff);
return v;
}

```

\section*{A.2.2 Builiding_topology.h}

Listing A. 5 - Builiding_topology.h
```

    frame
    /*

* Initialisation of the topology - declaration
* 

*/
\#ifndef TOPOLOGY_H
\#define TOPOLOGY_H
\#include <iostream>
\#include <string>
\#include <vector>
\#include <fstream>
\#include <iomanip>
\#include <sstream>
using namespace std;
class Topology{
private:

```
```

//___ Information File _-__-_-_-_-_-_
/* Input: File containing the initial information of the system file */
string input_system;
/* Output: File containing the initial trajectory of the system */
string init_gro_file;
/* Output: File describing the Topology of the System */
string topol_system;
//-_ Information system --_-_-------
/* Number of Atoms in the system */
int atoms;
/* size x box */
double box_x;
/* size y box */
double box_y;
/* size z box */
double box_z;
/* Vector containing coordinate of the N_chain */
vector <vector<double> > coordinates;
/* Vector containing the index of each atom */
vector <int> index_atom;
/* Vector containing the name of each atom */
vector <int> atomic_number;
/* Vector containing the name of residue */
vector <string> name_res;
/* Vector containing the name of residue */
vector <double> charge;
/* Vector containing connectivity of each atom */
vector <vector<int>> connection;
//-_ Information interaction ---------
/* Vector containing the bonded interaction (index) */
vector<vector<int>> bonded_index;
/* Vector containing the value of bonded interaction (ro and K) */
vector<vector<double> > bonded_values;
/* Vector containing the angular interaction (index) */
vector<vector<int>> angular_index;

```
```

    /* Vector containing the value of angular interaction (ro and K') */
    vector <vector < double > > angular__values;
    /* Vector containing the index for non bonded-interaction */
    vector<int> non__bonded__index;
    /* Vector containing the value for non-bonded interaction */
    vector <vector <double > > non__bonded__values;
    public:
    Topology(string input__system, string init__gro__file, string topol__system);
    ~Topology ();
    void read__Input__System();
    void output__Gro__File();
    void output__Topology__File();
    void read__Bonded__File(string bonded__interaction);
    void read__nonBonded__File(string nonbonded__interaction);
    vector<string> explode(const string& s, const char& c);
    };
\#endif

```

\section*{A.2.3 Makefile}

\section*{Listing A. 6 - Makefile}
frame
build_topology: main.o building_topology.o
g++ -o exe main.o building_topology.o -O3 -L/home/ambroise/gsl/lib
    -lgsl -lgslcblas -lm -static-libstdc++
main.o: main.cpp building_topology.h
\(\mathrm{g}++\)-o main.o -c main.cpp \(-\mathrm{std}=\mathrm{c}++11\)
building_topology.o: building_topology.cpp building_topology.h
g++ -o building_topology.o -c building_topology.cpp -std=c++11

\section*{A. 3 Program to perform a Monte Carlo simulation}

The main Monte carlo program is composed of 'Main.cpp', 'Move_MC.cpp', 'Potential_energy calculation.cpp' and 'Cell_lists.cpp'.

For each file excepted 'Main.cpp' and 'MersenneTwister.h', there is a corresponding header file denoted by 'Move_MC.h', 'Potential_energy _calculation.h' and 'Cell_lists.h'.

\section*{A.3.1 Main.cpp}

Listing A. 7 - Main.cpp
frame
1
```


#### Input file to the main file: 'conf.in'

40000000
../ building_topology_file/system_gro_1.txt
../ building_topology_file/system_topol.txt
traj_output_1.txt
energy_1.txt
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
\#include <iostream>
\#include <cmath>
\#include <vector>
\#include <fstream>
\#include <gsl/gsl_rng.h>
\#include <chrono>
\#include <ctime>
\#include <iomanip>
\#include "system_MC.h"
\#include "MersenneTwister.h"
using namespace std;
int main (int argc, char * argv[]){
if(argc != 2)
{
cout << "Usage: " << endl;
cout << argv[0] <<" configfile." << endl;
return -1;
}
// unsigned long int graine = stoi(argv[2]);
// Declaration of configfile \& output flux.
ifstream iFS;
string configfile;
ofstream oFS;
configfile = argv[1];
// Arguments of the configfile
int total_MC_step;
string input_gro;
string input_topol;
string traj_output;
string energy_output;
// Read the configfile
cout << endl;
cout << "***********************************" << endl;

```
```

cout <<"Reading " << configfile << "... **"<<endl;
iFS.open(configfile.c__str());
iFS >> total_MC__step;
iFS >> input__gro;
iFS >> input__topol;
iFS >> traj__output;
iFS >> energy__output;
cout <<"... Ok. **" << endl;
cout << "*********************************" << endl;
cout << endl;
cout << endl;
// Variable use for the generator number.
int pick__atom;
int pick_nano;
double random__metropolis;
// Initialise random number generator.
MersenneTwister rng;
// Reinitialize the output for trajectory file
oFS.open(traj__output.c__str());
oFS.close();
oFS.clear();
// Reinitialize the output for energy file.
oFS.open(energy__output.c__str());
oFS.close ();
oFS.clear();
// Define the differents atoms
int number_dna = 4;
int atom__per_dna = 150;
int number_dna__atom = atom__per__dna*number_dna;
int number__gold__nano = 40;
int free__ions = 0;
int atom_per_Nano = 25;
int total__N = free__ions + number_gold__nano - 1;
// Initialize time when running program.
clock__t tic = clock();
// Initialization of the system object.
System__MC system(total_MC__step, input__gro, input__topol, traj__output,
energy__output, number__dna__atom, atom__per_dna, number__dna,
number_gold_nano, atom__per__Nano, free__ions);
// Do the MC simulation
for ( int step = 0; step < total_MC_step; step++ )

```
```

    {
        pick_atom = 1+int(round ((total__N)*rng()));
        if( pick_atom > free__ions)
        {
            pick__nano = free__ions + atom__per_Nano
            *(pick__atom - free__ions) - (atom__per_Nano - 1);
                if(\operatorname{rng}()<=0.25)
                {
                system.rotate__MC((number_dna__atom-1) + pick__nano);
            }
            else
            {
                system.translate__MC((number_dna__atom-1) + pick__nano );
            }
            }
            else
            {
            system.translate__MC((number_dna_atom-1) + pick__atom);
        }
    }
    // Display the accepted steps.
    system.Display__accepted__step ();
    // Retrieve the total time of the program.
    clock_t toc = clock();
    cout << "Running time: %f seconds: " <<
        (double)(toc - tic) / CLOCKS_PER_SEC << endl;
    return 0;
    ```
\}

\section*{A.3.2 Move_MC.cpp}

Listing A. 8 - Move_MC.cpp
frame
```

\#include <iostream>
\#include <vector>
\#include <cmath>
\#include < gsl/gsl__rng.h>
\#include <chrono>
\#include <ctime>
\#include <iomanip>
\#include < fstream>
\#include <sstream>
\#include "system__MC.h"
\#include "List.h"
using namespace std;

```
```

System_MC::System_MC()
{}
System_MC::~System_MC()
{}
System_MC::System_MC(int total_MC_step, string input_gro, string
input_topol, string traj_output, string energy_output, int atom_DNA,
int atom_per_dna, int number_dna, int gold_nano, int
atom_per_gold__nano, int free_ions)
: energy__system(input_topol, input_gro, atom_DNA, atom_per_dna,
number_dna, gold_nano, atom_per_gold_nano, free_ions),
list (atom_DNA, gold_nano, free__ions, atom_per_gold_nano)
{
// We must initialize the counter to zero at each step.
this }->\mathrm{ compteur = 0;
this }->\mathrm{ compteur_rotate = 0;
this }->\mathrm{ compteur_translate_ion = 0;
this }->\mathrm{ compteur_translate_AuGP = 0;
this ->total_rotate = 0;
this }->\mathrm{ total_translate_ion = 0;
this }->\mathrm{ total_translate_AuGP = 0;
// Initialization of the species in the system.
this }->\mathrm{ atom_DNA = atom_DNA;
this ->atom_per_dna = atom_per_dna;
this }->\mathrm{ number_dna = number_dna;
this }->\mathrm{ gold_nano = gold_nano;
this }->\mathrm{ free_ions = free_ions;
this ->atom_per_gold_nano = atom_per_gold_nano;
// Initialization of files
this }->\mathrm{ total_MC_step = total_MC_step;
this }->\mathrm{ -input_gro = input_gro;
this ->input_topol = input_topol;
this ->traj_output = traj_output;
this->energy_output = energy_output;
// Read .gro file
readInputFile();
//We fill the trajectory with the initial coordinates.
SetBoxOutput(traj_output);
fillTrajectory(traj_output, coordinates);
// Initialization of the trajectory of the system
energy_system.InitTrajFirstStep(coordinates);
// Initialization of the neighbour list of AuGP.
list.Set_box(box_x, box_y, box_z);
list.Initialization_cell_list(coordinates);

```
```

    // We need also the box cell size of the list
    this }->>\mathrm{ box__cell__size = list.get__box__cell_list ();
    // Initialization of the energy of the system
    energy = energy__system.getEnergy ();
    // Initialization of the PBC for cell list in the energy class
    energy__system.Set__PBC__cell__list(list.Get__PBC_list ());
    energy__system.Set__PBC__vector__shift(list.get__box__shift__PBC());
    // Choose amplitude of move
    this }->\mathrm{ >amplitude__move = 1.0; // in Angstrom
    }
void System_MC::translate__MC(int pick__atom)
{
// We retrieve the step i with compteur.
compteur++;
// Vector to store trajectories of moved entity.
vector <vector <double > > feed__traj;
// Vector to store the neighbor of the AuGP
vector<int> Chosen__index__AuGP__list;
// Random numbers for displacement.
double random_x = rng();
double random_y = rng();
double random_z = rng();
vector<vector<int>> index_cell_cchosen__particles__after__move;
if( pick_atom <= ((atom_DNA-1) + free__ions) )
{
// We count the attemp to translate
total__translate__ion++;
Chosen__index__AuGP_list.push__back(pick__atom);
coordinates_try_MC.at(pick__atom)[0] = coordinates.at(pick__atom)[0]
+ (this ->amplitude__move * (2*random__x - 1.0));
coordinates_try__MC.at(pick__atom)[1] = coordinates.at(pick__atom )[1]
+ (this ->amplitude__move * (2*random__y - 1.0));
coordinates_try__MC.at(pick__atom)[2] = coordinates.at(pick__atom )[2]
+ (this ->amplitude__move * (2*random__z - 1.0));
// We fill all the other position with the former coordinates.
for( int i = 0; i < coordinates.size(); i++ )
{
if(i != pick__atom)
{
coordinates__try__MC.at(i)[0] = coordinates.at(i)[0];
coordinates_try__MC.at(i)[1] = coordinates.at(i)[1];

```
```

            coordinates_try__MC.at(i)[2] = coordinates.at(i)[2];
        }
    }
// Make PBC of the atom__trajectory
Check_PBC__Box ();
// Trajectory to give to energy class.
feed__traj.resize(1, vector <double> (3,0));
// Complete the feed_traj vector before sending it to energy class
feed__traj.at (0)[0] = coordinates__try__MC__pbc__version.at(pick_atom ) [0];
feed__traj.at(0)[1] = coordinates__try__MC__pbc__version.at(pick__atom )[1];
feed__traj.at (0)[2] = coordinates__try__MC__pbc__version.at(pick__atom )[2];
// Vector to store the index of cell of the chosen particles,
// before and after move.
index__cell_chosen__particles__after__move.resize(1, vector<int> (3,0));
// Complete the index Chosen cell vector
// retrieve the index cell after the move.
index__cell__chosen__particles__after__move.at (0)[0] = 1 +
floor(feed__traj.at (0)[0]/box__cell__size[0]);
index__cell__chosen__particles__after__move.at (0)[1] = 1 +
floor(feed__traj.at (0)[1]/box_cell_size[1]);
index__cell__chosen__particles__after__move.at(0)[2] = 1 +
floor(feed__traj.at (0)[2]/box_cell_size[2]);
// Test of the energy of the polymer,
// if the new energy is lower, we reject it.
double probability_transition;
double energy__after;
bool Is__accepted;
// We test first the interpenetration between molecules and cylinder.
energy__system.ChangeTraj(feed__traj , Chosen__index__AuGP__list,
list.Get__cell__list__without__chosen__atoms(Chosen__index__AuGP__list),
index__cell__chosen__particles__after__move);
if(energy__system.Test__Exclusion__volume() == false)
{
energy__system.Call_Calculate__Energy();
energy__after = energy__system.getEnergy();
probability_transition = exp(-(energy__after - (this ->energy))/KT);
// Acceptance or rejection of the montecarlo step.
Is_accepted = Metropolis__scheme(probability__transition,
energy__after, rng());
energy__system.AcceptMoveUpdate(Is__accepted, this ->energy);
if(Is__accepted = true)

```
```

            {
                compteur__translate__ion++;
                // Update the cell list.
                list.Update__cell__list(feed__traj, Chosen__index__AuGP__list);
            }
    }
    else
    {
        // We do not touch the trajectory.
    }
    // Copy the trajectory in output file
if(compteur % 4000=0) fillTrajectory(traj__output, coordinates);
// Copy the energy in a file.
doEnergy(this ->energy);
}
else
{
// Count all the move attempts
total_translate__AuGP++;
vector<int> particle__AuGP__list;
int mi = 0;
int mj = 0;
// We need to update the list for the former step
particle__AuGP__list = list.Update_lists__AuGP__ion(coordinates,
box_x, box_y, box_z, pick__atom);
// We need to store the index of the actual AuGP
// before its surrounding ions.
for(int i = 0; i < atom__per__gold__nano; i++)
{
Chosen_index_AuGP_list.push__back(pick__atom + i );
}
// Store the index of the actual surrounding ions.
for(int i = 0; i < particle__AuGP__list.size(); i++)
{
Chosen_index__AuGP__list.push__back(particle__AuGP__list.at (i));
}
mi = particle_AuGP__list.size ();
// Keep the DNA coordinates constant.
for(int i = 0; i <= (atom_DNA-1); i++ )
{
coordinates_try_MC.at(i)[0]= coordinates.at(i)[0];
coordinates_try__MC.at(i)[1]= coordinates.at(i)[1];
coordinates_try_MC.at(i)[2]= coordinates.at(i)[2];
}

```
// Modify the ions coordinates to Choose the ions to be moved with the AuGP.
for (int \(\mathrm{j}=\) atom_per_gold_nano; \(\mathrm{j}<\) Chosen_index_AuGP_list.size (); j++)
\{
    coordinates_try_MC.at (Chosen_index_AuGP_list.at(j))[0] =
    coordinates.at (Chosen_index_AuGP_list.at(j))[0] +
    (this \(->\) amplitude_move \(*(2 *\) random_x -1.0\()\) );
    coordinates_try_MC.at (Chosen_index_AuGP_list.at(j))[1] =
    coordinates.at(Chosen_index_AuGP_list.at(j))[1] +
    (this \(\rightarrow\) amplitude_move * \((2 *\) random_y -1.0\())\);
    coordinates_try_MC.at (Chosen_index_AuGP_list.at(j))[2] =
    coordinates.at(Chosen_index_AuGP_list.at(j))[2] +
    (this \(\rightarrow\) amplitude_move \(*(2 *\) random_z -1.0\()\) );
\}
bool boolean \(=\) false;
// Keep the other ions constant.
for (int \(\mathrm{i}=\) atom_DNA; \(\mathrm{i}<=\) atom_DNA + free_ions \(-1 ; \mathrm{i}++\) )
\{
    boolean \(=\) false;
    for (int \(\mathrm{j}=\) atom_per_gold_nano; \(\mathrm{j}<\) Chosen_index_AuGP_list.size () ; j++)
    \{
        if \((\mathrm{i}=\) Chosen_index_AuGP_list.at \((\mathrm{j})\) )
        \{
            boolean = true;
            break;
        \}
    \}
    if (boolean \(=\) false \()\)
    \{
        coordinates_try_MC.at(i) \([0]=\) coordinates.at(i) \([0]\);
        coordinates_try_MC.at(i) \([1]=\) coordinates.at(i) \([1]\);
        coordinates_try_MC.at(i)[2]= coordinates.at(i)[2];
    \}
\}
// Keep the gold nanoparticule before the chosen one
for (int \(\mathrm{i}=\) atom_DNA + free_ions ; \(\mathrm{i}<=\) pick_atom -1 ; \(\mathrm{i}++\) )
\{
    coordinates_try_MC.at(i) \([0]=\) coordinates.at(i) \([0]\);
    coordinates_try_MC.at(i) \([1]=\) coordinates.at(i) \([1]\);
    coordinates_try_MC.at(i)[2] = coordinates.at(i) [2];
\}
// Displacement of the gold nanoparticle
for (int i = pick_atom; i < pick_atom + atom_per_gold_nano; i++ )
\{
    coordinates_try_MC.at(i)[0] \(=\) coordinates.at(i)[0] +
    (this \(->\) amplitude_move * ( \(2 *\) random_x -1.0 ) ;
    coordinates_try_MC.at(i)[1] = coordinates.at(i)[1] +
```

    (this ->amplitude__move * (2*random_y - 1.0));
    coordinates_try_MC.at(i)[2] = coordinates.at(i)[2] +
    (this ->amplitude__move * (2*random_z - 1.0));
    }
// Keep the other coordinates constant.
for(int i = pick__atom + atom__per_gold_nano; i < coordinates.size() ; i++ )
{
coordinates_try_MC.at(i)[0]= coordinates.at(i)[0];
coordinates_try_MC.at(i)[1]= coordinates.at(i)[1];
coordinates_try_MC.at(i)[2]= coordinates.at(i)[2];
}
// Make PBC of the atom__trajectory
Check_PBC__Box();
// Trajectory to give to energy class.
feed__traj.resize(atom__per__gold__nano + mi, vector<double> (3,0));
// Copy in the buffer the coordinates of gold nanoparticle.
// (size = atom__per_gold__nano)
for( int atom = 0; atom < atom__per_gold__nano; atom++ )
{
feed_traj.at(atom)[0] =
coordinates_try__MC__pbc__version.at(Chosen__index__AuGP_list.at (atom )) [0];
feed__traj.at(atom)[1]=
coordinates_try__MC__pbc__version.at (Chosen__index_AuGGP_list.at (atom ) ) [1];
feed__traj.at(atom)[2]=
coordinates_try__MC__pbc__version.at(Chosen__index__AuGP__list.at(atom )) [2];
}
//Copy in the buffer the coordinates of the cloud of selected ions.
//(size = mi)
for( int atom = atom__per__gold__nano; atom < feed__traj.size(); atom++ )
{
feed_traj.at(atom)[0] =
coordinates_try__MC_pbc__version.at(Chosen__index__AuGP_llist.at(atom )) [0];
feed_traj.at(atom)[1] =
coordinates_try__MC_pbc__version.at(Chosen__index__AuGP_llist.at(atom )) [1];
feed_traj.at(atom)[2] =
coordinates_try__MC__pbc__version.at(Chosen__index_AuGP_list.at(atom )) [2];
}
// Vector to store the index of cell of the chosen particles, after move.
index__cell__chosen__particles__after__move.resize(atom__per__gold__nano + mi
, vector<int> (3,0));
// Complete the index Chosen cell vector
for( int atom = 0; atom < Chosen__index__AuGP__list.size(); atom++)

```
\{
index_cell_chosen_particles_after_move.at(atom) \([0]=1+\) floor (feed_traj.at (atom) [0]/box_cell_size[0]); index_cell_chosen_particles_after_move.at(atom)[1] = \(1+\) floor (feed_traj.at (atom) [1]/box_cell_size[1]);
index_cell_chosen_particles_after_move.at(atom) \([2]=1+\) floor (feed_traj.at(atom)[2]/box_cell_size[2]);
    \}
    // Test of the energy of the polymer,
    // if the new energy is lower, we reject it.
    double probability_transition;
    double energy_after;
    bool Is_accepted;
    // We test first the interpenetration between molecules and cylinder.
    energy_system. ChangeTraj (feed_traj, Chosen_index_AuGP_list,
    list. Get_cell_list_without_chosen_atoms (Chosen_index_AuGP_list),
    index_cell_chosen_particles_after_move);
    if (energy_system.Test_Exclusion_volume () =e false)
    \{
        energy_system. Call_Calculate_Energy ();
        energy_after \(=\) energy_system.getEnergy ();
        \(\mathrm{mj}=\) list. Count_ion_around_AuGP (coordinates_try_MC_pbc_version,
        pick_atom, box_x, box_y, box_z);
        probability_transition \(=\) pow \((0, \mathrm{mj}-\mathrm{mi}) *\)
        \(\exp (-(\) energy_after \(-(\) this \(\rightarrow\) energy \()) / \mathrm{KT})\);
        // Acceptance or rejection of the montecarlo step.
        Is_accepted = Metropolis_scheme(probability_transition,
        energy_after, rng());
        energy_system. AcceptMoveUpdate(Is_accepted, this \(\rightarrow\) energy );
        if (Is_accepted = true)
        \{
            compteur_translate_AuGP++;
                // Update the cell list.
        list. Update_cell_list(feed_traj, Chosen_index_AuGP_list);
        \}
    \}
        else
        \{
        // We do not touch the trajectory.
    \}
    // Copy the trajectory in output file
    if (compteur \(\% 4000=0)\) fillTrajectory (traj_output, coordinates);
    // Copy the energy in a file.
    doEnergy (this \(\rightarrow\) energy) ;
    \}
\}
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void System_MC::rotate_MC(int pick_gold__nano)
\{
// We retrieve the step i with compteur.
compteur++;
// We count the attemp to translate.
total_rotate++;
// Vector to store the neighbor of the AuGP.
vector<int> particle_AuGP_list;
vector<int> Chosen_index_AuGP_list;
int mi \(=0\);
int \(\mathrm{mj}=0\);
// For the pivot algorithm.
double RX;
double RY;
double RZ;
double random_alpha \(=\) rng ();
double random_theta \(=\operatorname{rng}()\);
double random_phi \(=\) rng ();
```

double cos_alpha = cos(2 * PI *(2*random__alpha - 1) );
double sin_alpha = cos(PI/2 - (2 * PI *(2*random_alpha - 1)));
double cos_theta = 2 * random_theta - 1;
double sin_theta = cos(PI/2 - acos(cos_theta));
double cos_phi = cos(2 * PI * random_phi);
double sin_phi = cos(PI/2 - (2 * PI * random_phi));
// We need to update the list for the former step.
particle_AuGP_list = list.Update_lists_AuGP_ion(coordinates,
box_x, box_y, box_z, pick_gold_nano);
// We need to store the index of the actual AuGP
// before its surrounding ions.
for(int i = 0; i < atom__per_gold_nano; i++)
{
Chosen_index_AuGP_list.push_back(pick_gold_nano + i );
}
// We choose all the atoms in the vicinity of the AuGP
for(int i = 0; i < particle_AuGP_list.size(); i++)
{
Chosen_index_AuGP_list.push_back(particle_AuGP_list.at(i));
}
mi = particle_AuGP_list.size();

```
```

// Keep the DNA coordinates constant
for(int i = 0; i <= (atom_DNA-1); i++ )
{
coordinates_try__MC.at(i)[0] = coordinates.at(i)[0];
coordinates_try_MC.at(i)[1]= coordinates.at(i)[1];
coordinates_try__MC.at(i)[2]= coordinates.at(i)[2];
}
// Modify the ions coordinates to Choose the ions to be moved with the AuGP
for(int j = atom__per__gold__nano ; j < Chosen__index__AuGP_llist.size (); j++)
{
// We have to be careful if there is the PBC condition when we turn
// the gold nanoparticle
double RX = coordinates.at(Chosen__index__AuGP__list.at(j))[0]
- coordinates.at(pick_gold__nano)[0];
double RY = coordinates.at(Chosen__index__AuGP__list.at(j))[1]
- coordinates.at(pick__gold__nano)[1];
double RZ = coordinates.at(Chosen__index__AuGP__list.at(j))[2]
- coordinates.at(pick__gold__nano)[2];
RX = RX - box_x * round (RX / box_x );
RY = RY - box_y * round (RY / box_y );
RZ = RZ - box z * round(RZ / box z);
coordinates_try__MC.at(Chosen__index__AuGP__list.at(j))[0] =
coordinates.at(pick_gold__nano)[0] + (RX*cos__alpha) +
((1-cos_alpha) *(sin__theta * cos__phi*RX + sin__theta*sin__phi*RY +
(cos_theta)}*\textrm{RZ})*(\operatorname{sin__theta}*\operatorname{cos__phi}))
(sin__alpha*(( sin__theta *sin__phi*RZ) - (( cos__theta) *RY)));
coordinates_try__MC.at(Chosen__index__AuGP__list.at(j))[1] =
coordinates.at(pick_gold__nano)[1] + (RY*cos__alpha) +
((1-cos_alpha)})*(\operatorname{sin_theta}*\operatorname{cos__phi}*RX + sin__theta*sin__phi*RY +
(cos__theta)}*\textrm{RZ})*(\operatorname{sin__theta}*\operatorname{sin__phi}))
(sin__alpha*(( cos__theta *RX) - (sin__theta* cos__phi*RZ)));
coordinates_try__MC.at(Chosen__index__AuGP_list.at(j ) [ 2] =
coordinates.at(pick_gold__nano)[2] + (RZ*cos__alpha) +
((1-cos_alpha)}*(\operatorname{sin_theta}*\operatorname{cos__phi}*RX + sin__theta*sin__phi*RY +
(cos_theta)*RZ)*(cos__theta))}
(sin__alpha*((sin__theta*cos__phi*RY) - (sin__theta*sin__phi*RX)));
}
bool boolean = false;
// Keep the other ions constant
for(int i = atom_DNA; i <= atom_DNA + free__ions - 1; i++ )
{
boolean = false;
for(int j = atom__per__gold__nano;
j < Chosen__index__AuGP__list.size(); j++)
{
if(i = Chosen__index__AuGP__list.at (j))

```
```

        {
                boolean = true;
                break;
        }
    }
    if(boolean == false)
    {
        coordinates_try_MC.at(i)[0]= coordinates.at(i)[0];
        coordinates_try_MC.at(i)[1]= coordinates.at(i)[1];
        coordinates_try_MC.at(i)[2] = coordinates.at(i)[2];
        }
    }
// Keep the gold nanoparticule before the chosen one.
for(int i = (atom_DNA) + free__ions; i <= pick_gold_nano; i++ )
{
coordinates_try_MC.at(i)[0]= coordinates.at(i)[0];
coordinates_try_MC.at(i)[1] = coordinates.at(i)[1];
coordinates_try_MC.at(i)[2]= coordinates.at(i)[2];
}
// Rotation of the gold nanoparticle
for (int i = pick__gold_nano + 1; i < pick_gold__nano + atom__per_gold_nano; i++ )
{
// We have to be careful if there is the PBC condition
when we turn the gold nanoparticle.
double RX = coordinates.at(i)[0] - coordinates.at(pick_gold_nano)[0];
double RY = coordinates.at(i)[1] - coordinates.at(pick_gold_nano)[1];
double RZ = coordinates.at(i)[2] - coordinates.at(pick_gold_nano)[2];
RX = RX - box_x * round(RX / box_x);
RY = RY - box_y * round(RY / box_y);
RZ = RZ - box_z * round (RZ / box_z);
coordinates_try_MC.at(i)[0] =
coordinates.at(pick_gold_nano)[0] + (RX*cos_alpha) +
((1-cos_alpha)*(sin_theta*cos__phi *RX + sin_theta*sin_phi*RY +
(cos_theta)*RZ)*(sin_theta*cos_phi)) +
(sin_alpha*((sin_theta*sin_phi*RZ) - (( cos_theta) *RY)));
coordinates_try_MC.at(i)[1] =
coordinates.at(pick_gold_nano)[1] + (RY*cos_alpha) +
((1-cos_alpha)*(sin_theta*cos__phi*RX + sin_theta*sin_phi*RY +
(cos_theta)*RZ)*(sin_theta*sin_phi)) - +
(sin_alpha*((cos_theta *RX) - (sin_theta*\operatorname{cos_phi*RZ)));}
coordinates_try_MC.at(i)[2]=
coordinates.at(pick_gold_nano)[2] + (RZ*cos_alpha) +
((1-cos_alpha)*(sin_theta*cos__phi*RX + sin_theta*sin_phi*RY +
(cos_theta)*RZ)*(cos_theta)) +
(sin_alpha *((sin_theta*\operatorname{cos_phi*RY) - (sin_theta *sin__phi*RX)));}
}

```
```

// Keep the other coordinates constant
for( int i = pick_gold_nano + atom_per_gold_nano; i < coordinates.size(); i++)
{
coordinates_try_MC.at(i)[0] = coordinates.at(i)[0];
coordinates_try_MC.at(i)[1]= coordinates.at(i)[1];
coordinates_try_MC.at(i)[2]= coordinates.at(i)[2];
}
// Make PBC of the atom_trajectory
Check_PBC_Box();
// Vector to store trajectories of moved entity.
vector<vector<double> > feed_traj(atom__per_gold__nano + mi,
vector<double> (3,0));
// Copy in the buffer the AuGP;
for( int atom = 0; atom < atom_per_gold_nano; atom++ )
{
feed_traj.at(atom)[0] =
coordinates_try_MC_pbc_version.at(Chosen_index_AuGP_list.at(atom))[0];
feed_traj.at(atom)[1] =
coordinates_try_MC_pbc_version.at(Chosen_index_AuGP_list.at(atom ) ) [1];
feed_traj.at(atom)[2] =
coordinates_try_MC_pbc_version.at(Chosen_index_AuGP_list.at(atom ) ) [2];
}
//Copy in the buffer the coordinates of the cloud of selected ions.
for( int atom = atom_per_gold_nano; atom < feed_traj.size(); atom++ )
{
feed_traj.at(atom)[0] =
coordinates_try_MC_pbc_version.at(Chosen_index_AuGP_list.at(atom))[0];
feed_traj.at(atom)[1] =
coordinates_try_MC_pbc_version.at(Chosen_index_AuGP_list.at(atom))[1];
feed_traj.at(atom)[2] =
coordinates_try_MC_pbc_version.at(Chosen_index_AuGP_list.at(atom))[2];
}
// Vector to store the index of cell of the chosen particles, before move
vector<vector<int> > index_cell_chosen_particles__after_move
(atom_per_gold_nano + mi, vector<int> (3,0));
// Complete the index Chosen cell vector
for( int atom = 0; atom < Chosen_index_AuGP_list.size(); atom++)
{
index_cell_chosen_particles_after_move.at(atom)[0] = 1 +
floor(feed_traj.at(atom)[0]/ box_cell__size[0]);
index_cell_chosen_particles_after_move.at(atom)[1] = 1 +
floor(feed_traj.at(atom)[1]/ box_cell_size[1]);

```
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\{
```

        index_cell_chosen_particles_after_move.at(atom)[2] = 1 +
        floor(feed_traj.at(atom)[2]/ box_cell_size[2]);
    }
    ```
    // Test of the energy of the polymer, if the new energy is lower,
    // we reject it.
    double probability_transition;
    double energy_after;
    bool Is_accepted;
    // We test first the interpenetration between molecules and cylinder
    energy_system. ChangeTraj (feed_traj, Chosen_index_AuGP_list,
    list. Get_cell_list_without_chosen_atoms (Chosen_index_AuGP_list),
    index_cell_chosen_particles_after_move);
    if (energy_system.Test_Exclusion_volume () = false)
    \{
        energy_system. Call_Calculate_Energy ();
        energy_after = energy_system.getEnergy ();
        // Calculation of the probability ratio.
        \(\mathrm{mj}=\) list. Count_ion_around_AuGP (coordinates_try_MC_pbc_version,
        pick_gold_nano, box_x, box_y, box_z);
        probability_transition \(=\operatorname{pow}(0, \mathrm{mj}-\mathrm{mi}) *\)
        \(\exp (-(\) energy_after \(-(\) this \(->e n e r g y)) / K T) ;\)
        // Acceptance or rejection of the montecarlo step.
        Is_accepted = Metropolis_scheme(probability_transition,
        energy_after, rng());
        energy_system.AcceptMoveUpdate(Is_accepted, this \(\rightarrow\) energy);
        if (Is_accepted = true)
        \{
            compteur_rotate++;
        // Update the cell list.
        list. Update_cell_list(feed_traj, Chosen_index_AuGP_list);
        \}
    \}
        else
        \{
        // Copy the trajectory in output file
        if (compteur \(\% 4000=0)\) fillTrajectory (traj_output, coordinates);
        // Copy the energy in the file.
        doEnergy (this \(\rightarrow\) energy) ;
    \}
bool System_MC:: Metropolis_scheme(double probability_transition,
double energy_after, double random_metropolis)

664
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```

    if(probability_transition >= 1.0)
    {
        this ->energy = energy_after;
        for (int i = 0; i < coordinates.size(); i++ )
        {
            coordinates.at(i) [0] = coordinates_try_MC_pbc_version.at(i)[0];
            coordinates.at(i)[1] = coordinates_try_MC_pbc_version.at(i)[1];
            coordinates.at(i)[2] = coordinates_try_MC_pbc_version.at(i)[2];
        }
        return true;
    }
    else
    {
        if( random_metropolis <= probability_transition)
    {
        this->energy = energy_after;
        for (int i = 0; i < coordinates.size(); i++ )
        {
                coordinates.at(i)[0] = coordinates_try_MC_pbc_version.at(i)[0];
                coordinates.at(i)[1] = coordinates_try_MC__pbc_version.at(i)[1];
                coordinates.at(i)[2] = coordinates_try_MC_pbc_version.at(i)[2];
        }
        return true;
    }
    else
    {
        // We do not touch trajectories.
        return false;
    }
    }
    void System_MC::readInputFile()
ifstream iFS;
iFS.open(input_gro.c_sstr());
int atoms;
int buffer_atomic_number;
vector <double> coordinates__buffer(3,0.0);
string name_residue_buffer = " ";
if(iFS)
{
iFS >> atoms;
iFS >> this ->box_x >> this ->box_y >> this ->box_z;

```
\}
\{
```

        for ( int i = 0; i < atoms; i++ )
        {
            iFS >> buffer__atomic_number >> coordinates_buffer.at(0) >>
            coordinates_buffer.at(1) >> coordinates_buffer.at(2) >>
            name_residue_buffer;
            this ->atomic_number.push_back(buffer__atomic_number);
            this }->\mathrm{ coordinates.push_back(coordinates__buffer);
    ```

```

        }
    }
    else
    {
        cout << "Cannot open file." << endl;
    }
    iFS.clear();
    iFS.close();
        coordinates_try_MC.resize(coordinates.size(), vector<double> (3,0));
        coordinates_try_MC_pbc_version.resize(coordinates.size(),
        vector<double> (3,0));
    void System_MC::Check_PBC_Box()
for( int atom_count = 0; atom_count < coordinates.size(); atom_count++ )
{
// Check the x direction
if ( coordinates_try_MC.at(atom_count)[0] > box_x )
{
coordinates_try_MC_pbc_version.at(atom_count)[0]=
coordinates_try_MC.at(atom_count)[0] - box_x;
}
else
{
if ( coordinates_try_MC.at(atom_count)[0] < 0 )
{
coordinates_try_MC_pbc_version.at(atom_count)[0] =
coordinates_try_MC.at(atom_count)[0] + box_x;
}
else
{
coordinates_try_MC_pbc_version.at(atom_count)[0] =
coordinates_try_MC.at(atom_count )[0];
}
}
// Check the y direction.
if ( coordinates_try_MC.at(atom_count)[1] > box_y )
{
coordinates_try_MC_pbc_version.at(atom_count)[1] =
coordinates_try_MC.at(atom_count)[1] - box_y;
}

```
\}
\{
```

    else
    {
        if ( coordinates_try_MC.at(atom_count)[1]< 0 )
        {
            coordinates_try_MC_pbc_version.at(atom_count)[1] =
            coordinates_try_MC.at(atom_count)[1] + box_y;
        }
        else
        {
            coordinates_try_MC_pbc_version.at(atom_count)[1] =
            coordinates_try_MC.at(atom_count)[1];
        }
    }
    // Check the z direction
    if ( coordinates_try_MC.at(atom_count)[2] > box_z )
    {
        coordinates_try_MC_pbc_version.at(atom_count)[2] =
        coordinates_try_MC.at(atom_count)[2] - box_z;
        }
        else
        {
            if ( coordinates_try_MC.at(atom_count)[2] < 0 )
            coordinates_try_MC_pbc_version.at(atom_count)[2] =
            coordinates_try_MC.at(atom_count)[2] + box_z;
            }
            else
            {
                coordinates_try__MC_pbc_version.at(atom_count)[2] =
            coordinates_try_MC.at(atom_count)[2];
            }
        }
    }
    }
void System_MC:: fillTrajectory(string traj_output,
vector<vector<double> > \&input_coordinates)
{
ofstream oFS;
oFS.open(traj_output.c_str(),ios::app);
if (oFS)
{
oFS << "@" << endl;
for(int site = 0; site < input_coordinates.size(); site++ )
{
oFS << atomic_number.at(site) <<" ";
oFS << fixed << setprecision(14) << input_coordinates.at(site)[0] <<" "<<
input_coordinates.at(site)[1] <<" "<< input_coordinates.at(site)[2] <<" ";
oFS << name_residue.at(site) << endl;
}
}
else

```
```

    {
    ```
    {
                cout << "ERROR: Cannot open the file" << endl;
                cout << "ERROR: Cannot open the file" << endl;
    }
    }
    oFS.close();
    oFS.close();
    oFS.clear();
    oFS.clear();
}
}
void System_MC::SetBoxOutput(string traj_output)
void System_MC::SetBoxOutput(string traj_output)
{
{
    ofstream oFS;
    ofstream oFS;
    oFS.open(traj_output.c_str(), ios::app);
    oFS.open(traj_output.c_str(), ios::app);
    if (oFS)
    if (oFS)
    {
    {
        // We past the characteristic of the trajectory
        // We past the characteristic of the trajectory
        oFS << "[trajfile]" << endl;
        oFS << "[trajfile]" << endl;
        oFS << total_MC_step+1 <<" "<< coordinates.size() << endl;
        oFS << total_MC_step+1 <<" "<< coordinates.size() << endl;
        oFS << "box "<< box_x <<" "<< box_y <<" "<< box_z << endl;
        oFS << "box "<< box_x <<" "<< box_y <<" "<< box_z << endl;
    }
    }
    else
    else
    {
    {
        cout << "ERROR: Cannot open the file" << endl;
        cout << "ERROR: Cannot open the file" << endl;
        }
        }
    oFS.close();
    oFS.close();
    oFS.clear();
    oFS.clear();
}
}
void System_MC::doEnergy(double E)
void System_MC::doEnergy(double E)
{
{
    ofstream oFS;
    ofstream oFS;
    oFS.open(energy_output.c_str(),ios::app );
    oFS.open(energy_output.c_str(),ios::app );
        if (oFS)
        if (oFS)
        {
        {
            if((compteur % 10)=0)
            if((compteur % 10)=0)
            {
            {
                oFS << compteur << " "<< E << endl;
                oFS << compteur << " "<< E << endl;
            }
            }
        }
        }
        else
        else
        {
        {
            cout << "ERROR: Cannot open the file" << endl;
            cout << "ERROR: Cannot open the file" << endl;
        }
        }
        oFS.close();
        oFS.close();
        oFS.clear();
        oFS.clear();
}
```

}

```
```

void System_MC:: Display_accepted_step()
{
cout << "_______<< endl;
cout << " compteur translate ion: " << compteur_translate_ion <<
" ... over " << total_translate_ion << " try." << endl;
cout << " compteur_translate_AuGP: " << compteur_translate_AuGP <<
" ... over " << total_translate__AuGP << " try." << endl;
cout << "compteur_rotate_success : " << compteur_rotate <<
" ... over " << total_rotate << " try." << endl;
cout <<
" << endl;

```

\section*{A.3.3 Move MC.h}

Listing A. 9 - Move_MC.h
frame
/*
*
* Initialisation of the MC moves - declaration
*
*/
\#ifndef SYSTEM_H
\#define SYSTEM_H
\#include <iostream>
\#include <vector>
\#include "Energy.h"
\#include "List.h"
\#include "MersenneTwister.h"
using namespace std;
\#define PI \(\operatorname{acos}(-1.0) / /\) definition of PI
\#define KT 2.47770902 // in KJ/mol
class System_MC \{
    private:
    /* Counter of step, type of step and corresponding step */
    int compteur;
    int compteur_rotate;
    int compteur_translate_ion;
    int compteur_translate_AuGP;
    int total_rotate;
    int total_translate_ion;
    int total_translate_AuGP;
    /* Number of MC step */
    int total_MC_step;
```

/* box_size x */
double box_x;
/* box_size y */
double box_y;
/* box_size z */
double box_z;
/* box_cell_list */
vector<double> box_cell_size;
/* Vector containing coordinate of the N_chain */
vector<vector <double>> coordinates;
/* Vector containing coordinate of the site after the pivot */
vector<vector<double> > coordinates_try_MC;
/* Vector containing coordinate of the site after the pivot */
vector<vector<double> > coordinates_try_MC_pbc_version;
/* Vector containing the atomic number of each atom */
vector<int> atomic_number;
/* vector containing the name of each atom */
vector<string > name_residue;
/* File containing the system_construct.txt file */
string input_gro;
/* File containing the system_construct.txt file */
string input_topol;
/* File containing the output traj file */
string traj_output;
/* File containing the output of energy */
string energy_output;
/* Energy of the system */
double energy;
/* Energy of the system */
double energy_expand;
/* Initialize the energy object to compute energy */
Energy energy_system;
// amplitude move and rotation
double amplitude_move;
//-- Species present in the system (ions, DNA, gold nanoparticles) --//
/* Number of atom in the DNA molecule */

```
```

int atom_DNA;
/* Number of dna */
int number__dna;
/* Number of atoms per dna */
int atom__per__dna;
/* Number of gold nanoparticle */
int gold_nano;
/* Number of free ions */
int free__ions;
/* Number of atom per gold nanoparticle */
int atom__per_gold_nano;
//_ Declaration of random generator _____//
MersenneTwister rng;
//- List object --_-_-_//
List list;
public:
System__MC ( );
~System_MC ();
/**

* @brief Constructor where dimension of
box and size of chain is read.
* @details Constructor of system object,
with generation of the lattice on the flow.
* 
* @param int number for x and y 2D lattice,
number N of beads of the chain (N small "boxes")
*/
System_MC (int total__MC_step, string input__gro, string input__topol,
string traj__output, string energy__output, int atom_DNA, int atom_per__dna,
int number_dna, int gold__nano, int atom__per__gold__nano, int free__ions);
/**
* @brief Function which picks a random
site to apply pivot algorithm.
* 

*@details Function which picks and

```
```

retrieve the site position where pivot has to be applied.
*
*@param
*/
void translate__MC(int pick__atom);
/**

* @brief Function which turn a gold nanoparticle (en particulier)
* @details Function which turn a gold nanoparticle (en particulier)
* @param
*/
void rotate__MC(int pick__gold__nano);
/**
* @brief Function which retrieves the energy according to
metropolis algorithm
* 
* @details Function which retrieves the energy according to
metropolis algorithm
* 
* @param no parameter.
*/
bool Metropolis__scheme(double probability__transition,
double energy__after, double random__metropolis);
/**
* @brief Function which take into account pdb box
during MC simulation.
* @details Function which take into account pdb box
during MC simulation.
* @param At a MC step
*/
void readInputFile();
/**
* @brief Function which take into account pdb box during MC simulation.
* @details Function which take into account pdb box during MC simulation
* @param At a MC_step.
*/
void Check_PBC_Box();

```
    vector \(<\) vector \(<\) double \(\gg\) Check_PBC_Box (vector \(<\) vector \(<\) double \(\ggg\) input_traj,
    double box_x__dir, double box_y__dir, double box_z__dir);
    /**
    * @brief Function that output the trajectory
    * @details Function that output the trajectory
    * @param
    */
    void fillTrajectory (string traj_output,
    vector \(<\) vector \(<\) double \(\rangle>\) \&input_coordinates ) ;
    /**
    * @brief Function that output the trajectory
    * @details Function that output the trajectory
    * @param
    */
    void SetBoxOutput (string traj_output);
    /**
    * @brief Function that give the energy through the time step
    * @details Function that give the energy throught the time step;
    * @param energy and step.
    */
    void doEnergy (double \(E)\);
    /**
    * @brief Function that display the accepted step
    * @details Function that display the accepted step
    * @param
    */
    void Display__accepted_step ();
\};
\#endif

\section*{A.3.4 Potential_energy_calculation.cpp}

Listing A. 10 - Potential_energy_calculation.cpp
frame
```

\#include "Energy.h"
using namespace std;
Energy:: Energy()
{}
Energy::Energy(string input_topol, string input_gro, int atom_DNA,
int atom_per_dna, int number_dna, int gold_nano,
int atom_per_gold_nano, int free_ions)
{
// Initialization of the species in the system.
this }->\mathrm{ atom_DNA = atom_DNA;
this }->\mathrm{ atom_per_dna = atom_per_dna;
this ->number_dna = number_dna;
this }->\mathrm{ gold__nano = gold_nano;
this }->\mathrm{ free_ions = free_ions;
this ->atom_per_gold_nano = atom_per_gold_nano;
this }->\mathrm{ >input_topol = input_topol;
this ->input_gro = input_gro;
// Let's initialize the box size.
ReadBoxSize();
this ->alpha =6/(min_element(box_x, box_y, box_z));
this }->\mathrm{ rcut_sq = (min_element(box_x, box_y, box_z)/2)*
(min_element(box_x, box_y, box_z)/2);
this }->\mathrm{ Kmax = 6;
this }->V=\quad=box_x*box_y*box_z;
// Let's read the topology.
ReadTopology ();
//We initialize the vector with the complex sum used in the Im_Ewald
SUM.resize(2*Kmax +1, vector <vector <complex<double> > >
(2*Kmax +1, vector <complex<double> > (2*Kmax +1,0)));
SUM_buffer.resize( }2*\mathrm{ Kmax +1, vector <vector <complex<double > > >
(2*Kmax +1, vector<complex<double> > (2*Kmax +1,0)));
}
Energy::~Energy()
{}
void Energy::ReadTopology()
{
//clock_t tic = clock();
ifstream iFS;
iFS.open(input_topol.c_str());
string line;

```
```

vector<string> split_line;
int buffer_charge_index;
double buffer_charge;
vector<int> buffer_bond__index (2,0);
vector<double> buffer_bond (2,0.0);
vector<int> buffer_angle_index (3,0);
vector<double> buffer_angle(2,0.0);
int buffer_vdw__index;
vector<double> buffer_vdw(2,0.0);
if (iFS)
{
while(getline(iFS, line))
{
if(line[0] != '['\&\& line [0] !=';')
{
split_line = explode(line, '\t');
switch(split_line.size())
{
case 2:
buffer_charge_index = stoi(split_line.at(0));
buffer_charge = stod(split_line.at(1));
charge_index.push_back(buffer_charge_index);
charge.push_back(buffer_charge);
break;
case 4:
buffer_bond_index.at(0) = stoi(split_line.at(0));
buffer_bond_index.at(1) = stoi(split_line.at(1));
buffer_bond.at(0) = stod(split_line.at(2));
buffer_bond.at(1) = stod(split_line.at(3));
bond__index.push_back(buffer__bond_index);
bond.push_back(buffer_bond);
break;
case 5:
buffer__angle_index.at(0) = stoi(split_line.at(0));
buffer__angle_index.at(1) = stoi(split_line.at(1));
buffer_angle_index.at(2) = stoi(split_line.at(2));
buffer_angle.at(0) = stod(split_line.at(3));
buffer_angle.at(1) = stod(split_line.at(4));

```
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            angle__index.push__back(buffer__angle__index);
            angle.push__back(buffer__angle);
                    break;
                    case 3:
                        buffer__vdw__index = stoi(split__line.at (0));
            buffer__vdw.at(0) = stod(split_line.at (1));
            buffer__vdw.at(1) = stod(split__line.at(2));
            vdw__index.push__back(buffer__vdw__index );
            vdw.push__back(buffer__vdw );
                                    break;
                    }
            }
        }
    }
    else
{
cout << " Cannot open " << input__topol << endl;
}
}
bool Energy::Test_Exclusion__volume()
{
double r_x = 0;
double r__y = 0;
double r__z = 0;
double RX = 0;
double RY = 0;
double RZ = 0;
double r__sq_x = 0;
double r__sq__y = 0;
double r__sq__z = 0;
double r_sq = 0;
double r__vdw = = ;
double r__vdw__sq = 0;
double vdw__pick__atom__radius;
// Index for the pbc box
int new__x;
int new_y;
int new__z;
for( int atom = 0; atom < coordinates__atom__picked.size(); atom++ )
{
vdw__pick_atom_radius = vdw.at(index_pbc__list.at(atom))[1];

```
// Test interpenetration with the other atoms through the cell lists.
for (int i \(=\) index_cell_chosen_particles_after.at (atom \()[0]-1\);
\(\mathrm{i}<=\) index__cell__chosen_particles__after.at (atom) \([0]+1 ; i++\) )
\{
    for ( int \(j=\) index__cell__chosen__particles__after.at (atom \()[1]-1\);
    \(j<=\) index_cell__chosen_particles__after.at (atom) \([1]+1 ; j++\) )
    \{
        for (int \(k=\) index_cell__chosen_particles__after.at (atom) \([2]-1\);
        \(\mathrm{k}<=\) index__cell__chosen_particles__after.at (atom) \([2]+1 ; \mathrm{k}++\) )
        \{
            new_x \(=\quad\) i;
            if \((\mathrm{i}=0) \quad\) new_x \(+=\) box_shift_PBC;
            if \((\mathrm{i}=(\) box_shift__PBC +1\())\) new__x \(-=\) box__shift__PBC;
            new_y \(=\mathrm{j}\);
            if \((\overrightarrow{\mathrm{j}}=0) \quad\) new_y \(+=\) box_shift__PBC;
            if \((\mathrm{j}=(\) box__shift_PBC +1\())\) new_y \(-=\) box__shift__PBC;
            new_z \(=\mathrm{k}\);
            if \((\mathrm{k}=0) \quad\) new_z \(+=\) box__shift__PBC;
            if \((\mathrm{k}=(\) box__shift_PBC +1\())\) new_z \(\quad-=\) box__shift__PBC;
            for (int atom \(2=0 ;\) atom2
            \(<\) particle__cell__without_chose__atom[new_x][new_y][new_z].size ();
            atom \(2++\) )
            \{
                \(\mathrm{RX}=\)
                    (coordinates.at (particle__cell__without__chose__atom
                    [new_x][new_y][new_z][atom2])[0] + PBC_cell[i][j][k][0] * box_x)
                    - coordinates__atom_picked.at (atom) [0];
                    \(R Y=\)
                    (coordinates.at (particle__cell__without_chose_atom
                    [new_x][new_y][new_z][atom2])[1] + PBC_cell[i][j][k][1] * box_y)
                    - coordinates_atom_picked.at (atom) [1];
                    \(\mathrm{RZ}=\)
                    (coordinates.at (particle__cell__without__chose__atom
                    [new_x][new_y][new_z][atom2])[2] +PBC_cell[i][j][k][2]* box_z)
                    - coordinates_atom_picked.at (atom) [2];
                    \(r \_s q=R X * R X+R Y * R Y+R Z * R Z ;\)
                    r__vdw =
                    \(0.5 *\) (vdw. at (particle__cell__without__chose__atom
                    [new_x][new_y][new_z][atom2])[1] + vdw__pick__atom_radius );
                    \(r_{\text {__vdw__sq }}=\quad\) r_sdw \(*\) r_cvdw ;
                    if \(\left(r_{\text {__ }} s q<=r \_v d w \_s q\right)\)
                    \{
                return true;
```

                                    }
                    }
                }
            }
        }
    }
    return false;
    double Energy::Calculate_Real_Ewald_change()
// Calculation of the real part
double local_energy__before = 0;
double local_energy_after = 0;
double RX;
double RY;
double RZ;
double r_sq = 0;
double r = 0;
double delta_Real_change = 0;
// Withdraw the energy of the picked atom from total_energy with the former position
for( int atom = 0; atom < coordinates_atom_picked.size(); atom++ )
{
for( int i = 0; i < coordinates_without_pick_index.size(); i++ )
{
if(charge.at(coordinates_without_pick_index.at(i)) == 0 ||
coordinates_without_pick_index.at(i) == index__pbc_list.at(atom))
{
continue;
}
RX =
coordinates.at(coordinates_without_pick_index.at(i))[0] -
coordinates.at(index_pbc_list.at(atom))[0];
RY =
coordinates.at(coordinates_without_pick_index.at(i))[1] -
coordinates.at(index_pbc_list.at(atom))[1];
RZ =
coordinates.at(coordinates_without__pick_index.at(i))[2] -
coordinates.at(index_pbc_list.at(atom))[2];
// Other version for PBC condition testing //
RX = RX - box_x * round(RX / box_x);

```
\}
```

        RY = RY - box_y * round (RY / box_y);
            RZ = RZ - box_z * round (RZ / box_z);
            r_sq = RX*RX + RY*RY + RZ*RZ;
            if( r_sq > rcut_sq)
            {
        continue;
            }
                r = sqrt(r_sq);
                local_energy_before = local_energy__before +
                charge.at(coordinates_without__pick__index.at(i)) *
                charge.at(index_pbc_list.at(atom))* erfc(alpha*r)/r;
    }
    }
// Add the energy of the picked atom from total_energy with the new position.
for( int atom = 0; atom < coordinates_atom_picked.size(); atom++ )
{
for( int i = 0; i < coordinates_without_pick_index.size(); i++ )
{
if(charge.at(coordinates_without__pick_index.at(i)) == 0 ||
coordinates_without_pick__index.at(i) == index__pbc_list.at(atom))
{
continue;
}
RX =
coordinates.at(coordinates_without__pick_index.at(i))[0] -
coordinates_atom_picked.at(atom)[0];
RY =
coordinates.at(coordinates_without__pick_index.at(i))[1] -
coordinates_atom_picked.at(atom)[1];
RZ =
coordinates.at(coordinates_without__pick__index.at(i))[2] -
coordinates_atom_picked.at(atom)[2];
RX = RX - box_x * round (RX / box_x);
RY = RY - box_y * round (RY / box_y);
RZ = RZ - box_z * round(RZ / box_z);
r_sq = RX*RX + RY*RY + RZ*RZ;
if( r_sq > rcut_sq)
{
continue;
}
else
{

```
                    r sqrt(r_sq);
                    local__energy__after \(=\) local__energy__after +
                    charge.at (coordinates__without__pick__index.at (i)) *
                            charge.at (index_pbc_list.at (atom)) \(* \operatorname{erfc}(\operatorname{alpha} * r) / r\);
                    \}
        \}
    \(\}\)
    delta__Real_change \(=-\operatorname{local\_ }\) energy__before + local__energy__after;
    return delta__Real__change;
\(\}\)
double Energy:: Calculate__Real_Ewald__Init ()
\{
    double RX;
    double RY;
    double RZ;
    double r_sq \(=0\);
    double \(r=0\);
    // Calculation of the real part
    double Ereal \(=0\);
    int counter__index_nano;
    int counter__index__dna;
    for ( int \(i=0 ; i<\) coordinates.size() \(-1 ; i++\) )
    \{
    if \(((\) charge.at \((i)=0))\)
    \{
        continue;
    \}
    // Index for the dna molecules.
    if ( i \(>=0 \& \&\) i \(<\) atom_DNA)
    \{
        counter_index__dna \(=(\) int \()\) floor \((i /\) atom__per__dna \() ;\)
    \(\}\)
    // Index for the Gold nanoparticles.
    if \((\) i \(>(\) atom_DNA + free__ions -1\())\)
    \{
        counter__index__nano =
        (int)floor \(\left(\left(\mathrm{i}-\left(\right.\right.\right.\) atom_DNA \(+\mathrm{free} \_\)ions \(\left.)\right) /\)atom__per_gold__nano \()\);
    \(\}\)
    for ( int \(j=i+1 ; j<\) coordinates.size () ; \(j++\) )
    \{
        if \(((\) charge.at \((j)=0))\)
```

{
continue;
}
RX = coordinates.at (i) [0] - coordinates.at (j) [0];
RY = coordinates.at (i) [1] - coordinates.at (j) [1];
RZ = coordinates.at (i) [2] - coordinates.at (j) [2];
// Rejection intermolecular interaction in each dna.
if( i >= (counter__index__dna*(atom__per_dna)) \&\&
i <= (counter__index__dna*(atom__per_dna) + (atom_per__dna - 1)) \&\&
j >= (counter_index__dna*(atom__per_dna)) \&\&
j <= (counter_index__dna*(atom__per_dna) + (atom__per__dna - 1))
)
continue;
}
// Rejection intermolecular interaction in each of the gold nanoparticles
if( i >= (atom_DNA + free__ions + counter__index__nano*(atom__per__gold__nano)
i}<=(\mathrm{ atom_DNA + free__ions + counter__index__nano*(atom__per__gold__nano) +
(atom__per__gold__nano - 1)) \&\&
j >= (atom_DNA + free_ions + counter_index_nano*(atom_per_gold_nano)
j <= (atom_DNA + free__ions + counter__index__nano*(atom_per_gold_nano) +
(atom_per_gold_nano - 1))
)
{
continue;
}
/* Other version for PBC condition testing */
RX = RX - box_x * round(RX / box_x );
RY = RY - box_y * round(RY / box_y );
RZ = RZ - box__z * round(RZ / box_z );
r__sq}=RX*RX + RY*RY + RZ*RZ
if( r__sq > rcut_sq)
{
}
else
{
r = sqrt(r__sq);
Ereal = Ereal + charge.at(i) * charge.at (j)* erfc(alpha*r)/r ;
}

```
        \}
\}

431
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    return Ereal;
    }

```
double Energy:: Calculate__Im__Ewald__change()
\{
double delta_Im_change \(=0.0\);
double RL,RM,RN,KK,KSQ,AK;
double Eim_before \(=0\);
double Eim_after \(=0\);
int \(\mathrm{n}, \mathrm{l}, \mathrm{m}\);
int K;
// Declaration of \(\exp (i k r)\) and exponential factors;
complex<double \(>\) expikr__before;
complex<double> expikr_after;
vector \(<\) vector \(<\) complex \(<\) double \(\ggg>\)
complex__x_before (coordinates__atom__picked.size () ,
vector \(<\) complex \(<\) double \(\gg(2 * \operatorname{Kmax}+1,0))\);
vector \(<\) vector \(<\) complex \(<\) double \(\ggg>\)
complex_y_before (coordinates__atom_picked.size (),
vector \(<\) complex \(<\) double \(\gg(2 * \operatorname{Kmax}+1,0))\);
vector \(<\) vector \(<\) complex \(<\) double \(\ggg\)
complex_z__before (coordinates__atom__picked.size () ,
vector \(<\) complex \(<\) double \(\gg(2 * \operatorname{Kmax}+1,0))\);
vector \(<\) vector \(<\) complex \(<\) double \(\ggg\)
complex_x_after (coordinates__atom_picked.size (),
vector \(<\) complex \(<\) double \(\gg(2 * \operatorname{Kmax}+1,0))\);
vector \(<\) vector \(<\) complex \(<\) double \(\ggg\)
complex_y__after (coordinates__atom__picked.size () ,
vector \(<\) complex \(<\) double \(\gg(2 * \operatorname{Kmax}+1,0))\);
vector \(<\) vector \(<\) complex \(<\) double \(\ggg\)
complex_z__after (coordinates__atom__picked.size () ,
vector \(<\) complex \(<\) double \(\gg(2 * \operatorname{Kmax}+1,0))\);
for \((\) int atom \(=0 ;\) atom \(<\) coordinates_atom_picked.size (); atom++ )
\{
    for ( \(\mathrm{K}=-\mathrm{Kmax} ; \mathrm{K}<=\mathrm{Kmax} ; \mathrm{K}++\) )
    \{
            complex_x_before.at (atom) \([\mathrm{K}+\mathrm{Kmax}]=\)
            complex <double>(cos (double (K) \(* 2 * \mathrm{PI} *\)
            coordinates.at (index_pbc_list.at (atom) ) [0]/box_x),
            \(\sin (\) double \((\mathrm{K}) * 2 * \mathrm{PI} *\) coordinates.at (index_pbc_list.at (atom) ) [0]/box_x));
```

                complex_y_before.at(atom)[K+Kmax ] =
                complex <double>(cos(double (K) *2*PI*
                coordinates.at(index_pbc_list.at(atom))[1]/ box_y),
                sin(double(K)*2*PI*coordinates.at(index_pbc_list.at(atom))[1]/box_y));
                complex_z_before.at(atom)[K+Kmax] =
                complex <double>(cos(double(K) *2*PI*
                coordinates.at(index_pbc_list.at(atom))[2]/ box__z),
                sin(double(K)*2*PI*coordinates.at(index_pbc_list.at(atom))[2]/box_z));
            complex_x_after.at(atom)[K+Kmax] =
            complex <double>(cos(double (K) *2*PI*
            coordinates_atom_picked.at(atom)[0]/box_x),
            sin(double(K)*2*\overline{PI}*\mathrm{ coordinates_atom_picked.at(atom)[0]/box_x));}
            complex_y__after.at(atom)[K+Kmax] =
            complex <double>(cos(double(K) *2*PI*
            coordinates_atom_picked.at(atom)[1]/ box_y),
            sin(double(K)*2*PI*coordinates_atom_picked.at(atom)[1]/box_y));
                complex_z_after.at(atom)[K+Kmax ] =
                complex <double>(cos (double (K)*2*PI*
                coordinates_atom_picked.at(atom)[2]/box_z),
                sin(double(K)*2*PI*coordinates_atom_picked.at(atom)[2]/box_z));
            }
    }
// Withdraw the energy of the picked atom from
// total_energy with the former position.
for ( l = -Kmax; l <= Kmax; l++ )
{
RL = double(1)/box_x;
for ( m = -Kmax; m <= Kmax; m++ )
{
RM = double(m)/box_y;
for ( n = -Kmax; n <= Kmax; n++ )
{
RN = double(n)/box_z;
// test of magnitude of K vector
KK = l*l + m*m + n*n;
if( KK >= Kmax*Kmax+2)
{
continue;
}
if( l = 0 \&\& m=0 \&\& n=0)

```
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        {
    ```
        {
        continue;
        continue;
            }
            }
                KSQ = RL*RL + RM*RM + RN*RN;
                KSQ = RL*RL + RM*RM + RN*RN;
                AK}=(1/(2*PI*V))*\operatorname{exp}(-(PI*PI*KSQ)/(alpha*alpha))/KSQ
                AK}=(1/(2*PI*V))*\operatorname{exp}(-(PI*PI*KSQ)/(alpha*alpha))/KSQ
                Eim__before = Eim__before +
                Eim__before = Eim__before +
                AK*( conj ((this }->\mathrm{ SUM__buffer.at (l+Kmax ) [m+Kmax ][n+Kmax]))
                AK*( conj ((this }->\mathrm{ SUM__buffer.at (l+Kmax ) [m+Kmax ][n+Kmax]))
                                    *(this }->>\mathrm{ SUM__buffer.at (l+Kmax ) [m+Kmax ] [n+Kmax ])).real ();
                                    *(this }->>\mathrm{ SUM__buffer.at (l+Kmax ) [m+Kmax ] [n+Kmax ])).real ();
                                    for(int atom = 0; atom < coordinates_atom_picked.size (); atom++)
                                    for(int atom = 0; atom < coordinates_atom_picked.size (); atom++)
                                    {
                                    {
    if(charge.at(index__pbc__list.at (atom)) =0)
    if(charge.at(index__pbc__list.at (atom)) =0)
    {
    {
        continue;
        continue;
        }
        }
    // Form cos and sin for the picked particle__before
    // Form cos and sin for the picked particle__before
    expikr__before = complex_x__before.at(atom)[l+Kmax]*
    expikr__before = complex_x__before.at(atom)[l+Kmax]*
    complex__y__before.at(atom)[m+Kmax]*
    complex__y__before.at(atom)[m+Kmax]*
    complex__z__before.at(atom)[n+Kmax];
    complex__z__before.at(atom)[n+Kmax];
    // Form cos and sin for the picked particle__after
    // Form cos and sin for the picked particle__after
    expikr__after = complex__x__after.at(atom)[l+Kmax]*
    expikr__after = complex__x__after.at(atom)[l+Kmax]*
    complex_y__after.at(atom) [m+Kmax]*
    complex_y__after.at(atom) [m+Kmax]*
    complex_z__after.at(atom)[n+Kmax];
    complex_z__after.at(atom)[n+Kmax];
    this }->>\mathrm{ SUM__buffer.at (l+Kmax) [m+Kmax ][n+Kmax ] =
    this }->>\mathrm{ SUM__buffer.at (l+Kmax) [m+Kmax ][n+Kmax ] =
    this }->>\mathrm{ SUM__buffer.at (l+Kmax) [m+Kmax ][n+Kmax ] +
    this }->>\mathrm{ SUM__buffer.at (l+Kmax) [m+Kmax ][n+Kmax ] +
    charge.at(index__pbc__list.at(atom))*
    charge.at(index__pbc__list.at(atom))*
            (-expikr__before + expikr_after);
            (-expikr__before + expikr_after);
                }
                }
                Eim__after = Eim__after +
                Eim__after = Eim__after +
                AK*( conj ((this }->\mathrm{ SUM_buffer.at (l+Kmax ) [m+Kmax ] [n+Kmax ]))*
                AK*( conj ((this }->\mathrm{ SUM_buffer.at (l+Kmax ) [m+Kmax ] [n+Kmax ]))*
                                ( this }->>SUM__buffer.at(l+Kmax) [m+Kmax][n+Kmax])).real()
                                ( this }->>SUM__buffer.at(l+Kmax) [m+Kmax][n+Kmax])).real()
                }
                }
        }
        }
    }
    }
    delta_Im__change = - Eim__before }\quad+\mathrm{ Eim__after;
    delta_Im__change = - Eim__before }\quad+\mathrm{ Eim__after;
    // Retrieve the total time of the program.
    // Retrieve the total time of the program.
    return delta__Im__change;
    return delta__Im__change;
}
}
double Energy:: Calculate__Im__Ewald__Init()
double Energy:: Calculate__Im__Ewald__Init()
{
```

{

```
```

double Eim = 0.0;
double RL,RM,RN,KK,KSQ,AK;
int n, l,m;
int K;
// Declaration of exp(ikr) and store exponential factors;
vector<complex<double> > expikr(coordinates.size());
vector<vector <complex<double> > >
complex_x(coordinates.size(), vector <complex<double> > (2*Kmax +1,0));
vector<vector<complex<double> > >
complex_y(coordinates.size(), vector <complex<double>> (2*Kmax +1,0));
vector<vector<complex<double> > >
complex_z(coordinates.size(), vector <complex<double>> (2*Kmax +1,0));
for( n = 0; n <coordinates.size(); n++)
{
for( K = -Kmax; K <= Kmax; K++ )
{
complex_x.at(n)[K+Kmax] = complex <double>(cos(double (K)*2*PI*
coordinates.at(n)[0]/box_x),
sin(double(K)*2*PI*coordinates.at(n)[0]/ box_x));
complex_y.at(n)[K+Kmax ] = complex <double>(cos(double (K)*2*PI*
coordinates.at(n)[1]/ box_y),
sin(double(K)*2*PI*coordinates.at (n)[1]/ box_y));
complex_z.at(n)[K+Kmax ] = complex <double>(cos(double (K)*2*PI*
coordinates.at(n)[2]/box_z),
sin(double(K)*2*PI*coordinates.at (n)[2]/ box__z));
}
}
// Start loop over wave vectors (L,M,N) and number of atoms.
for ( l = -Kmax; l <= Kmax; l++ )
{
RL = double(1)/box_x;
for ( m = -Kmax; m <= Kmax; m++ )
{
RM = double(m)/box_y;
for ( n = -Kmax; n <= Kmax; n++ )
{
RN = double(n)/box_z;
// test of magnitude of K vector
KK = l*l + m*m + n*n;
if( KK >= Kmax*Kmax+2)

```
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    {
```

    {
                continue;
                continue;
            }
            }
            if( l = 0 && m=0 && n=0)
            if( l = 0 && m=0 && n=0)
            {
            {
                continue;
                continue;
            }
            }
                KSQ = RL*RL + RM*RM + RN*RN;
                KSQ = RL*RL + RM*RM + RN*RN;
                AK = (1/(2*PI*V))*exp(-(PI*PI*KSQ)/(alpha*alpha))}/\textrm{KSQ}
                AK = (1/(2*PI*V))*exp(-(PI*PI*KSQ)/(alpha*alpha))}/\textrm{KSQ}
                // Form cos and sin for each particle
                // Form cos and sin for each particle
                for (int j = 0; j < coordinates.size(); j++ )
                for (int j = 0; j < coordinates.size(); j++ )
            {
            {
                expikr.at(j) =
                expikr.at(j) =
                complex_x.at(j)[l+Kmax]*complex_y.at (j) [m+Kmax]*
                complex_x.at(j)[l+Kmax]*complex_y.at (j) [m+Kmax]*
                complex_z.at(j)[n+Kmax];
                complex_z.at(j)[n+Kmax];
            }
            }
                // Form sum for each species
                // Form sum for each species
                for (int j = 0; j < coordinates.size(); j++ )
                for (int j = 0; j < coordinates.size(); j++ )
            {
            {
                // We do not count interaction between phosphate in the DNA
                // We do not count interaction between phosphate in the DNA
                if((charge.at(j) = 0))
                if((charge.at(j) = 0))
            {
            {
                continue;
                continue;
            }
            }
                this }->\mathrm{ SUM. at (l+Kmax) [m+Kmax ][n+Kmax ] =
                this }->\mathrm{ SUM. at (l+Kmax) [m+Kmax ][n+Kmax ] =
                this }->\mathrm{ SUM.at(l+Kmax) [m+Kmax][n+Kmax] + charge.at(j)*expikr.at(j);
                this }->\mathrm{ SUM.at(l+Kmax) [m+Kmax][n+Kmax] + charge.at(j)*expikr.at(j);
            }
            }
                this }->\mathrm{ SUM_buffer.at(l+Kmax)[m+Kmax][n+Kmax] =
                this }->\mathrm{ SUM_buffer.at(l+Kmax)[m+Kmax][n+Kmax] =
                this }->\mathrm{ SUM. at (l+Kmax)[m+Kmax][n+Kmax];
                this }->\mathrm{ SUM. at (l+Kmax)[m+Kmax][n+Kmax];
                // Accumulate K-space potential energy
                // Accumulate K-space potential energy
                    Eim = Eim +
                    Eim = Eim +
                AK*(conj ((this }->\mathrm{ SUM. at (l +Kmax) [m+Kmax ][n+Kmax ]))*
                AK*(conj ((this }->\mathrm{ SUM. at (l +Kmax) [m+Kmax ][n+Kmax ]))*
                (this }->\mathrm{ SUM. at (l+Kmax)[m+Kmax][n+Kmax])).real();
                (this }->\mathrm{ SUM. at (l+Kmax)[m+Kmax][n+Kmax])).real();
            }
            }
        }
        }
    }
    }
    return Eim;
    return Eim;
    }
double Energy:: Calculate_self_Ewald()
double Energy:: Calculate_self_Ewald()
{
// Constant term in the self interaction contribution
// Constant term in the self interaction contribution
double Spe = 0.0;
double Spe = 0.0;
double sum = 0;

```
double sum = 0;
```

```
    for ( int i = 0; i < charge.size(); i++)
    {
        // We do not count interaction between phosphate in the DNA
        if((charge.at(i)=0))
        {
            continue;
        }
        sum = sum + charge.at(i)*charge.at(i);
    }
    Spe = -(alpha/sqrt(PI))*sum;
    return Spe;
double Energy::Calculate_intermolecular_Ewald()
    double EinterMol = 0.0;
    double r_sq = 0;
    double r = 0;
    double RX;
    double RY;
    double RZ;
    double r_sq__expand = 0;
    double r_expand = 0;
    double RX_expand;
    double RY_expand;
    double RZ_expand;
    // Intermolecular term for the DNA molecule.
    if(number_dna > 0)
    {
        for( int i = 0; i < atom_per_dna; i++ )
        {
            if(charge.at(i) = 0)
            {
                continue;
            }
            for( int j = i+1; j < atom_per_dna; j++ )
            {
                RX = coordinates.at(i)[0]-coordinates.at (j) [0];
                    RY = coordinates.at(i)[1]-coordinates.at(j)[1];
                RZ = coordinates.at(i)[2]-coordinates.at(j ) [2];
                    // Other version for PBC condition testing
                    RX = RX - box_x * round(RX / box_x);
                    RY = RY - box_y * round(RY / box_y);
```

\}
\{
$\mathrm{RZ}=\mathrm{RZ}-$ box_z $*$ round ( $\mathrm{RZ} /$ box_z);
$r_{-} s q=R X * R X+R Y * R Y+R Z * R Z ;$
$\mathrm{r} \quad=\operatorname{sqrt}\left(\mathrm{r} \_\right.$sq);
EinterMol = EinterMol
+ number_dna*(charge.at(i)*
charge.at $(j)) *(\operatorname{erf}(\operatorname{alpha} * r) / r)$;
\}
\}
\}
// Intermolecular term for the gold nanoparticles
if (gold_nano > 0)
\{
for ( int i $=$ atom_DNA + free_ions;
i < atom_DNA + free_ions + atom_per_gold_nano; i++ )
\{
if (charge. at (i) $=0$ )
\{
continue;
\}
for (int $\mathrm{j}=\mathrm{i}+1 \quad ; \mathrm{j}<$ atom_DNA + free_ions + atom_per_gold_nano $; \mathrm{j}++$ )
\{
$R X=$ coordinates.at(i)[0]-coordinates.at(j)[0];
$R Y=$ coordinates.at (i) $[1]-$ coordinates.at (j $)[1]$;
$R Z=$ coordinates.at(i)[2]-coordinates.at(j)[2];
// Other version for PBC condition testing
$\mathrm{RX}=\mathrm{RX}-$ box_x $*$ round $(\mathrm{RX} /$ box_x $)$;
$R Y=R Y-b o x \_y * \operatorname{round}\left(R Y / b o x \_y\right) ;$
$\mathrm{RZ}=\mathrm{RZ}-\mathrm{box}_{\mathrm{z}} \mathrm{z}$ * round ( $\mathrm{RZ} /$ box_z);
$r \_s q=R X * R X+R Y * R Y+R Z * R Z ;$
$\mathrm{r} \quad=\operatorname{sqrt}\left(\mathrm{r} \_\right.$sq);
EinterMol $=$ EinterMol + gold_nano $*($ charge.at $(i) *$
charge.at (j) ) * (erf (alpha*r)/r);
\}
\}
\}
return EinterMol;
\}
vector<string> Energy: explode (const string\& s, const char\& c)
\{
string buff $\{$ " " $\}$;
vector<string $>\mathrm{v}$;
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```
    for(auto n:s)
    {
            if(n != c) buff+=n; else
            if(n=c && buff != "") { v.push_back(buff); buff = " "; }
    }
    if(buff != " ") v.push_back(buff);
    return v;
}
double Energy::getEnergy()
{
    return energy;
}
void Energy::InitTrajFirstStep(vector<vector<double> > &input_pbc)
{
    this }->\mathrm{ coordinates = input_pbc;
    // Since the intramolecular and the self energy does not depend on position,
    // we decide to calculate them only one time.
    // We initialize the energy of the system.
    energy = Eo*(Calculate_self_Ewald() + Calculate_intermolecular_Ewald() +
    Calculate_Real_Ewald_Init() + Calculate_Im_Ewald_Init ());
}
void Energy:: ChangeTraj(vector<vector<double> > &coordinates_atom_picked, vector<int> &index
vector<vector<vector<vector<int>>>> &particle_cell_without_chose_atom,
vector<vector<int>> &index_cell_chosen_particles_after)
{
    this }->\mathrm{ coordinates_atom_picked = coordinates_atom_picked;
    this ->index_pbc_list = index_pbc_list;
    this }->\mathrm{ particle_cell_without_chose_atom = particle_cell_without_chose_atom;
    this }->\mathrm{ index_cell_chosen_particles_after = index_cell_chosen__particles_after;
    coordinates_without_pick_index.clear();
    bool boolean = false;
    for(int i = 0; i < coordinates.size(); i++)
    {
            boolean = false;
            for (int j = 0; j < index_pbc_list.size(); j++)
            {
                if(i= index_pbc_list.at(j))
                {
                boolean = true;
```

```
                    break;
                }
        }
        if(boolean = false)
        {
        coordinates__without_pick_index.push__back(i);
        }
    }
}
void Energy::Call_Calculate_Energy()
    energy = energy + Eo*(Calculate_Real_Ewald_change() +
    Calculate_Im_Ewald_change());
}
void Energy::AcceptMoveUpdate(bool IsAccepted, double E)
{
    if(IsAccepted = true)
    {
        // If accepted, then the buffer and coordinates are updated with the same
        coordinates of the chosen atoms.
        for(int atom = 0; atom < coordinates_atom_picked.size(); atom++)
        {
            this }->\mathrm{ coordinates.at(index_pbc_list.at(atom))[0] =
            coordinates_atom_picked.at(atom)[0];
                this }->\mathrm{ coordinates.at(index_pbc_list.at(atom))[1] =
                coordinates_atom_picked.at(atom) [1];
                this }->\mathrm{ coordinates.at(index_pbc_list.at(atom))[2] =
                coordinates_atom_picked.at(atom)[2];
            }
            // For the imaginary part, we update
            for (int l = -Kmax; l <= Kmax; l++ )
            {
                for (int m = -Kmax; m <= Kmax; m++ )
                {
                    for (int n = -Kmax; n <= Kmax; n++ )
                    {
                                    this ->SUM. at (1+Kmax)[m+Kmax ][n+Kmax ] =
                                    this }->>SUM_buffer.at(l+Kmax)[m+Kmax][n+Kmax]
                    }
                }
            }
}
    else
    {
```

\{

```
        // If refused, then we don't touch the coordinates.
        this ->energy = E;
        // For the imaginary part, we update with the former SUM.
        for (int l = -Kmax; l <= Kmax; l++ )
        {
            for (int m = -Kmax; m <= Kmax; m++ )
            {
            for (int n = -Kmax; n <= Kmax; n++ )
            {
                this }->\mathrm{ SSUM_buffer.at (l+Kmax)[m+Kmax][n+Kmax] =
                this }->\mathrm{ SUMM. at ( l+Kmax)[m+Kmax][n+Kmax];
            }
        }
        }
    }
}
void Energy ::ReadBoxSize()
{
    ifstream iFS;
    iFS.open(input_gro.c_str());
    int atoms;
    if (iFS)
    {
        iFS >> atoms;
        iFS >> this }->\mathrm{ box_x >> this }->\mathrm{ boox_y >> this }->\mathrm{ >box_z;
    }
    else
    {
        cout << "Cannot open file " << input_gro << endl;
    }
}
void Energy::Set_PBC_cell_list(vector<vector<vector<vector<int> > > > PBC_cell)
{
    this }->\mathrm{ PBC__cell = PBC_cell;
}
void Energy::Set_PBC_vector_shift(int box_shift_PBC)
{
    this }->\mathrm{ box_shift_PBC = box_shift__PBC;
}
double Energy::min_element(double dir_x, double dir_y, double dir_z)
{
    double minimum = dir_x;
    if (minimum >= dir_y) minimum = dir_y;
```


## A.3.5 Potential_energy_calculation.h

Listing A. 11 - Move__MC.h

frame
/*
*

* Class to calculate energy of our system at a given frame
* 

*/
\#ifndef ENERGY_H
\#define ENERGY_H
\#include <iostream>
\#include <vector>
\#include <string>
\#include <fstream $>$
\#include <cmath>
\#include <complex>
\#include <iomanip>
\#include <bits/stdc++.h>
\#define PI $\operatorname{acos}(-1.0)$
\#define eps0 8.854188*pow $(10,-12)$
\#define q $1.6021765 * \operatorname{pow}(10,-19)$
\#define Angstrom pow $(10,-10)$
\#define Na $6.02214129 *$ pow $(10,23)$
\#define eps__water 78
\#define $\operatorname{Eo}\left((q * q) /\left(4 * \mathrm{PI} * \mathrm{eps} 0 * e p s \_\right.\right.$water $*$ Angstrom $\left.)\right) *(\mathrm{Na} / 1000)$
using namespace std;
class Energy\{
private:
//_ General features $\quad \ldots$ /
$/ *$ Vector containing coordinate of the system (take account of PBC) */
vector $<$ vector $<$ double $\rangle>$ coordinates ;
/* List of index of the moved entities and input quantites at each step */
vector $<$ vector $<$ double $\gg$ coordinates__atom_picked;
vector $<$ int $>$ index_pbc__list;

```
vector<int> coordinates__without__pick__index;
vector<vector<vector <vector <int > > > > particle__cell__without__chose__atom;
vector <vector <int > > index__cell_chosen__particles__before;
vector<vector<int> > index__cell__chosen__particles__after;
/* File containing the topology */
string input__topol;
/* File containing the topology */
string input__gro;
/* Vector containing the index of charge in the topology file */
vector <int> charge__index;
/* Vector containing the value of charge in the topology file */
vector < double> charge;
/* Vector containing the index of bond in the topology file */
vector < vector <int > > bond__index;
/* Vector containing the value of bond in the topology file */
vector <vector <double }>>>\mathrm{ bond;
/* Vector containing the index of angle in the topology file */
vector<vector<int> > angle__index;
/* Vector containing the value of angle in the topology file */
vector <vector < double > > angle;
/* Vector containing the index of vdw in the topology file */
vector<int> vdw__index;
/* Vector containing the value of vdw in the topology file */
vector <vector < double > > vdw;
/* Vector containing the index for non bonded-interaction */
double energy;
// !!! For the entropic part, we will use further analysis in a separate code.
/* we define the SUM appering in the imaginary part of ewald */
vector <vector <vector < complex <double >>>> SUM;
/* we define the SUM__buffer appering in the imaginary part of ewald */
vector <vector <vector < complex <double > > > > SUM__buffer;
/* Vector to stock the name of residue*/
vector<string> name__residue;
//__ For the electrostatic part _-_-_-_-_//
```

```
/* Splitting parameter */
double alpha;
/* box_size x */
double box_x;
/* box_size y */
double box_y;
/* box_size z */
double box_z;
/* Declaration of volume */
double V;
/* box_size z */
double Kmax;
/* box_size z */
double rcut_sq;
/* define self electrostat */
vector<double> self_elec;
/* define self electrostat */
vector<double> intra_elec;
//-_ Species present in the system (ions, DNA, gold nanoparticles) ---//
/* Number of atom in the DNA molecules */
int atom_DNA;
/* Number of dna */
int number_dna;
/* Number of atoms per dna */
int atom__per_dna;
/* Number of gold nanoparticle */
int gold_nano;
/* Number of free ions */
int free_ions;
/* Number of atom per gold nanoparticle */
int atom_per_gold_nano;
//_ PBC index for the cell list. --_-_-_-_-_-_
vector<vector<vector<vector<int>>>> PBC_cell;
int box_shift_PBC;
```
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```
public:
/**
* @brief Constructor of the energy
* @details Constructor of the energy
* @param Topology file
*/
Energy ();
/**
* @brief Constructor of the energy
* @details Constructor of the energy
*
*@param Topology file
*/
Energy(string input_topol, string input_gro, int atom_DNA, int atom_per_dna,
int number_dna, int gold_nano, int atom_per_gold_nano, int free_ions);
/**
* @brief Constructor of the energy
* @details Constructor of the energy
* @param Topology file
*/
~Energy ();
/**
* @brief Function to read the topology file
* @details Function to read the topology file
* @param No parameter
*/
void ReadTopology();
/**
* @brief Function which test the interpenetration between atoms and cylinder
* @details Function which test the interpenetration between atoms and cylinder
* @param attribute: take the atom to be displaced.
*/
bool Test_Exclusion_volume();
```
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```
* @brief Function which calculate the Real part of
electrostatics energy change after moving one atom
* @details Function which calculate the Real part of
electrostatics energy change after moving one atom
*
*@param attribute (selected atom)
*/
double Calculate__Real__Ewald__change();
/**
* @brief Function which calculate the Real part of electrostatics
* @details Function which calculate the Real part of electrostatics
*
*@param attribute (default)
*/
double Calculate__Real__Ewald__Init();
/**
* @brief Function which calculate the Fourier part of
electrostatics energy change after moving one atom
* @details Function which calculate the Fourier part of
electrostatics energy change after moving one atom
*
*@param attribute (selected atom)
*/
double Calculate__Im__Ewald_change();
/**
*@brief Function which calculate the Fourier part of electrostatics
* @details Function which calculate the Fourier part of electrostatics
* @param attribute (default)
*/
double Calculate__Im__Ewald__Init ();
/**
* @brief Function which calculate the Fourier part of electrostatics
* @details Function which calculate the Fourier part of electrostatics
*
*@param attribute (default)
*/
double Calculate_self_Ewald();
/**
*
```

```
* @brief Function which calculate the Fourier part of electrostatics
* @details Function which calculate the Fourier part of electrostatics
*
*@param attribute (default)
*/
double Calculate__intermolecular_Ewald ();
/**
*
*@brief Function to split a line into each component
* @details Function to split a line into each component
*-
* @param string and separating character
*/
vector<string> explode(const string& s, const char& c);
/**
*@brief Function that retrieve energy
* @details Function that retrieve energy
*
* @param no parameter
*/
double getEnergy();
/**
* @brief Function that Initialize the trajectory
* @brief Function that Initialize the trajectory
* @details Function that Initialize the trajectory
* @param no parameter
*/
void InitTrajFirstStep(vector <vector < double > > &input__pbc);
/**
*@brief Function that Initialize the trajectory
* @details Function that Initialize the trajectory
*@param no parameter
*/
void ChangeTraj(vector <vector < double > > &coordinates__atom__picked,
vector<int> &index__pbc_llist,
vector <vector <vector <vector <int>>>>> &particle__cell__without_chose_atom,
vector<vector<int> > &index_cell_chosen_particles_after);
/**
    *@brief Function that call energy calculation.
```
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315 * @details Function that call energy calculation

```
*@details Function that call energy calculation
* @param no
*/
void Call__Calculate_Energy();
/**
* @brief Function that allow to update the coordinate in energy
    according to acceptance or rejection of MC step.
    *
    * @details Function that allow to update the coordinate in energy
    according to acceptance or rejection of MC step.
    *
    * @param boolean.
    */
    void AcceptMoveUpdate(bool IsAccepted, double E);
/**
* @brief Function that Initialize the box size
* @details Function that Initialize the box size
* @param no parameter
*/
void ReadBoxSize();
/**
* @brief Function that get the PBC for cell lists.
* @details Function that get the PBC for cell lists.
* @param no parameter
*/
void Set_PBC_cell_list(vector<vector <vector <vector <int>>>>>PBC_cell);
/**
* @brief Function that get the PBC for cell lists.
* @details Function that get the PBC for cell lists.
* @param no parameter
*/
```

```
    void Set__PBC__vector__shift(int box__shift__PBC);
    /**
    * @brief Function that give the minimum box size
    * @details Function that give the minimum box size
    * @param direction of the box
    */
    double min__element(double dir_x, double dir__y, double dir_z);
};
#endif
```


## A.3.6 Cell_lists.cpp

## Listing A. 12 - Cell_lists.cpp

frame
\#include "List.h"
/*
*

* Class to initialize cell lists
* 

*/
List: : List ()
\{
\}
List: : List (int atom_DNA, int gold_nano, int free__ions, int atom__per__gold__nano)
\{
this $\rightarrow$ atom_DNA $=$ atom_DNA;
this $\rightarrow$ gold_nano $\quad=$ gold__nano;
this $\rightarrow$ free__ions $\quad=$ free__ions;
this $\rightarrow$ atom__per_gold_nano $=$ atom__per_gold_nano;
particle_cell.resize (8, vector $<$ vector $<$ vector $<$ int $\ggg$
$(8$, vector $<$ vector $<$ int $\gg(8$, vector $<$ int $>(0,0))))$;
PBC_cell. resize (8, vector $<$ vector $<$ vector $<$ int $\ggg$
$(8$, vector $<$ vector $<$ int $\gg(8$, vector $<$ int $>(3,0)))$;
index_cell__per_particle.resize (atom_DNA + free__ions +
(gold__nano * atom__per__gold__nano), vector $<\operatorname{int}>(3,0))$;
$\}$
List: : ~List ()
\{\}

```
void List::Set_box(double box_x, double box_y, double box_z)
{
    this ->box_x = box_x;
    this }->\mathrm{ box_y = box_y;
    this ->box_z = box_z;
    this ->>cell_size_x = box_x/6;
    this }->\mathrm{ cell_size_y = box_y/6;
    this }->\mathrm{ cell_size__z = box_z/6;
    Initialization_PBC_list();
}
void List:: Initialization_cell_list(vector <vector < double> > &xyz)
{
    int i, j, k;
    // We insert the index of each ion in the cells. (direct cells)
    for(int index_atom = 0; index_atom < xyz.size(); index_atom++)
    {
        i = 1 + floor(xyz.at(index_atom)[0]/cell_size_x);
        j = 1 + floor(xyz.at(index_atom)[1]/ cell_size_y);
        k = 1 + floor(xyz.at(index_atom)[2]/cell_size_z )
        index_cell__per_particle.at(index_atom)[0] = i;
        index_cell_per_particle.at(index_atom)[1] = j;
        index_cell_per_particle.at(index_atom)[2] = k;
        particle_cell[i][j][k].push_back(index_atom);
    }
}
void List::Initialization_PBC_list()
{
    int pbc_x;
    int pbc_y;
    int pbc_z;
    for(int i = 0; i <= 7; i++)
    {
        for(int j = 0; j <= 7; j++)
        {
            for(int k = 0; k <= 7; k++)
            {
                //PBC for x direction.
                if(i= 0)
                {
                pbc_x = -1;
            }
            if(i>= 1 && i <= 6)
            {
                pbc_x = 0;
            }
```
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```
    if \((\mathrm{i}=7)\)
```

    if \((\mathrm{i}=7)\)
    \{
    \{
        pbc_x \(=1\);
        pbc_x \(=1\);
    \}
    \}
    //PBC for y direction.
    //PBC for y direction.
    if \((\mathrm{j}=0)\)
    if \((\mathrm{j}=0)\)
    \{
    \{
    pbc_y \(=-1\);
    pbc_y \(=-1\);
    \}
    \}
    if \((\mathrm{j}>=1 \& \& \mathrm{j}<=6)\)
    if \((\mathrm{j}>=1 \& \& \mathrm{j}<=6)\)
    \{
    \{
    pbc_y \(=0\);
    pbc_y \(=0\);
    \}
    \}
    if \((\mathrm{j}=7)\)
    if \((\mathrm{j}=7)\)
    \{
    \{
    pbc_y \(=1\);
    pbc_y \(=1\);
    \}
    \}
    //PBC for z direction.
    //PBC for z direction.
    if \((\mathrm{k}=0)\)
    if \((\mathrm{k}=0)\)
    \{
    \{
    pbc_z \(=-1\);
    pbc_z \(=-1\);
    \}
    \}
    if \((\mathrm{k}>=1 \quad \& \& \mathrm{k}<=6)\)
    if \((\mathrm{k}>=1 \quad \& \& \mathrm{k}<=6)\)
    \{
    \{
    pbc_z \(=0\);
    pbc_z \(=0\);
    \}
    \}
    if \((\mathrm{k}=7)\)
    if \((\mathrm{k}=7)\)
    pbc_z \(=1\);
    pbc_z \(=1\);
    \}
    \}
    if \((\mathrm{i}>=1 \& \& \mathrm{i}<=6 \& \& \mathrm{j}>=1 \& \& \mathrm{j}<=6 \& \& \mathrm{k}>=1 \& \& \mathrm{k}<=6)\)
    if \((\mathrm{i}>=1 \& \& \mathrm{i}<=6 \& \& \mathrm{j}>=1 \& \& \mathrm{j}<=6 \& \& \mathrm{k}>=1 \& \& \mathrm{k}<=6)\)
    \{
    \{
        pbc_x \(=0 ;\)
        pbc_x \(=0 ;\)
        pbc_y \(=0\);
        pbc_y \(=0\);
        pbc_z \(=0\);
        pbc_z \(=0\);
            \}
            \}
        PBC_cell[i][j][k][0] \(=\) pbc_x;
        PBC_cell[i][j][k][0] \(=\) pbc_x;
        PBC_cell[i][j][k][1] \(=\) pbc_y;
        PBC_cell[i][j][k][1] \(=\) pbc_y;
        PBC_cell[i][j][k][2] \(\quad=\quad\) pbc_z;
        PBC_cell[i][j][k][2] \(\quad=\quad\) pbc_z;
        \}
        \}
    \}
    \}

```
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```
vector<vector<vector<vector<int> > > > List::Get_PBC_list()
```

vector<vector<vector<vector<int> > > > List::Get_PBC_list()
{
{
return PBC_cell;
return PBC_cell;
}
}
vector<int> List::Get_cell_list_per_atom(int atom_index)
vector<int> List::Get_cell_list_per_atom(int atom_index)
{
{
return index_cell_per_particle[atom_index];
return index_cell_per_particle[atom_index];
}
}
vector<vector<vector<vector<int>>>>>\&
vector<vector<vector<vector<int>>>>>\&
List::Get_cell_list_without_chosen_atoms(vector<int> \&index__pbc_list)
List::Get_cell_list_without_chosen_atoms(vector<int> \&index__pbc_list)
{
{
particle_cell_buffer = particle_cell;
particle_cell_buffer = particle_cell;
int i, j, k;
int i, j, k;
int rank_atom_to_supress;
int rank_atom_to_supress;
for(int atom = 0; atom < index_pbc_list.size(); atom++)
for(int atom = 0; atom < index_pbc_list.size(); atom++)
{
{
i = index_cell_per_particle.at(index_pbc_list.at(atom))[0];
i = index_cell_per_particle.at(index_pbc_list.at(atom))[0];
j = index_cell_per_particle.at(index_pbc_list.at(atom))[1];
j = index_cell_per_particle.at(index_pbc_list.at(atom))[1];
k = index_cell_per_particle.at(index_pbc_list.at(atom))[2];
k = index_cell_per_particle.at(index_pbc_list.at(atom))[2];
for(int atom2 = 0; atom2 < particle_cell_buffer[i][j][k].size(); atom2++)
for(int atom2 = 0; atom2 < particle_cell_buffer[i][j][k].size(); atom2++)
{
{
if( index_pbc_list.at(atom) = particle_cell_buffer[i][j][k][atom2] )
if( index_pbc_list.at(atom) = particle_cell_buffer[i][j][k][atom2] )
{
{
rank_atom_to_supress = atom2;
rank_atom_to_supress = atom2;
// When we found the molecule in the list break the loop
// When we found the molecule in the list break the loop
break;
break;
}
}
}
}
// We withdraw the molecule that has been moved from the former
// We withdraw the molecule that has been moved from the former
// cell with index i,j,k
// cell with index i,j,k
particle_cell_buffer[i][j][k].erase (particle_cell_buffer[i][j][k].begin()
particle_cell_buffer[i][j][k].erase (particle_cell_buffer[i][j][k].begin()
+ rank_atom_to_supress);
+ rank_atom_to_supress);
}
}
return particle_cell_buffer;
return particle_cell_buffer;
}
}
void List::Update_cell_list(vector<vector<double> > \&coordinates_atom__picked,
void List::Update_cell_list(vector<vector<double> > \&coordinates_atom__picked,
vector<int> \&index_pbc_list)
vector<int> \&index_pbc_list)
{
{
int i, j, k;
int i, j, k;
int rank_atom_to_supress;

```
    int rank_atom_to_supress;
```

```
    for(int atom = 0; atom < index__pbc_list.size(); atom++)
    {
    /* We delete atom in former cell*/
    // We associate the former cell index if the current molecule
    // that has been moved.
    i = index__cell__per__particle.at(index__pbc__list.at (atom ) ) [0];
    j = index__cell__per__particle.at(index__pbc__list.at(atom))[1];
    k = index__cell__per__particle.at(index__pbc__list.at(atom ) ) [2];
    for(int atom2 = 0; atom2< particle__cell[i][j][k].size(); atom2++)
    {
        if( index__pbc_list.at (atom) = particle__cell[i][j][k][atom2] )
        {
            rank__atom__to__supress = atom2;
            // When we found the molecule in the list break the loop
            break;
        }
    }
    // We withdraw the molecule that has been moved from the former
    // cell with index i,j,k
    particle__cell[i][j][k].erase (particle__cell[i][j][k].begin()
    + rank__atom__to_supress);
    /* We associate the new cell to the index__cell__per__particle. */
    index__cell__per__particle.at(index_pbc__list.at(atom))[0] =
    1+ floor(coordinates__atom__picked.at(atom)[0]/cell__size__x );
    index__cell__per__particle.at(index__pbc__list.at(atom))[1] =
    1 + floor(coordinates__atom__picked.at(atom)[1]/cell__size__y);
    index__cell__per__particle.at(index_pbc__list.at(atom))[2] =
    1+ floor(coordinates__atom__picked.at(atom)[2]/cell__size__z);
    // New index cell of the corresponding particle
    i = index__cell__per__particle.at(index__pbc__list.at(atom))[0];
    j = index__cell__per__particle.at(index_pbc__list.at(atom))[1];
    k = index_cell_per__particle.at(index_pbc__list.at(atom))[2];
        // We associate the index of the moved particle with its new cell
        particle__cell[i][j][k].push__back(index__pbc__list.at(atom));
    }
}
vector<double> List::get__box__cell__list()
{
    vector<double> cell__size(3,0.0);
```

```
    cell__size[0] = cell__size__x;
    cell__size[1] = cell_size__y;
    cell__size[2] = cell__size__z;
    return cell_size;
}
int List:: get__box_shift__PBC()
{
    return box_x/cell__size__x;
}
// / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
/* Lists for the cluster displacements */
||||||||||||||||||||||||||||||||||
vector<int> List:: Update__lists__AuGP__ion(vector < vector < double > > &xyz,
double box_x, double box_y, double box_z, double pick__atom)
{
    double radius__in__ions__sq = 15*15;
    double RX = 0;
    double RY = 0;
    double RZ = 0;
    double x__gold;
    double y_gold;
    double z__gold;
    double r__sq;
    double x__ion;
    double y__ion;
    double z__ion;
    /*** Initialization of ion around gold AuGP ***/
    particle__ion__around__AuGP__list.clear ();
    x_gold = xyz.at(pick__atom)[0];
    y_gold = xyz.at(pick_atom)[1];
    z_gold = xyz.at(pick_atom)[2];
    for( int ions = atom_DNA; ions <= atom_DNA + free__ions - 1; ions ++ )
    {
        x_ion = xyz.at(ions)[0];
        y__ion = xyz.at(ions)[1];
        z_ion = xyz.at(ions)[2];
        RX = x__ion - x__gold;
        RY = y__ion - y__gold;
        RZ = z__ion - z__gold;
        // Other version for PBC condition testing //
```

```
    RX = RX - box_x * round(RX / box_x);
    RY = RY - box_y * round(RY / box_y);
    RZ = RZ - box_z * round(RZ / box_z);
        r_sq = RX*RX + RY*RY + RZ*RZ;
        if(r_sq < radius_in_ions_sq)
        {
        particle_ion_around_AuGP_list.push_back(ions);
        }
        else
        {
            continue;
        }
    }
    return particle_ion__around__AuGP_list;
}
int List::Count_ion_around_AuGP(vector<vector<double> > &xyz,
int index_gold, double box_x, double box_y, double box_z)
{
int count = 0;
double RX = 0
double RY = 0;
double RZ = 0;
double radius_in_sq = 15*15;
double x_gold = xyz.at(index_gold)[0];
double y_gold = xyz.at(index_gold)[1];
double z_gold = xyz.at(index_gold)[2];
double x ion;
double y_ion;
double z_ion;
double r_sq
for( int ions = atom_DNA; ions <= atom_DNA + free_ions - 1; ions ++ )
{
            x_ion = xyz.at(ions)[0];
            y_ion = xyz.at(ions)[1];
    z_ion = xyz.at(ions)[2];
    RX = x_ion - x_gold;
    RY = y_ion - y_gold;
    RZ = z_ion - z_gold;
    // Other version for PBC condition testing //
    RX = RX - box_x * round(RX / box_x);
```

```
            RY = RY - box_y * round(RY / box_y);
            RZ = RZ - box_z * round (RZ / box_z);
            r_sq = RX*RX + RY*RY + RZ*RZ;
            if(r_sq < radius_in_sq)
            {
            count++;
            }
            else
            {
                continue;
            }
    }
return count;
```

\}

## A.3.7 Cell_lists.h

Listing A. 13 - Cell_lists.h
frame
/*
*

* Initialisation of the cell lists - declaration
* 

*/
\#ifndef LIST_H
\#define LIST_H
\#include <vector>
\#include <iostream>
\#include <cmath>
using namespace std;
class List
\{
private:
// Initialization of the species present in the system
int atom_DNA;
int gold_nano;
int free__ions;
int atom_per_gold_nano;
double box_x;
double box_y;
double box_z;
double cell__size__x;
double cell__size_y

```
    double cell__size__z;
    // Vector for the verlet list
    vector<vector <vector <vector <int > > > > particle__cell;
    vector<vector<vector <vector <int>>>>> particle__cell__buffer;
    vector <vector <vector <vector <int > > > > PBC__cell;
    vector<vector<int>> index__cell__per__particle;
    // Vector for the AuGP-ion list
    vector<int> particle__ion__around__AuGP__list;
    public:
    List();
    ~List();
    List(int atom__DNA, int gold__nano, int free__ions, int atom__per__gold__nano);
    void Set_box(double box__x, double box__y, double box__z);
    void Initialization__cell__list(vector <vector < double > > &xyz);
    void Initialization__PBC__list();
    vector <vector <vector <vector <int > > > > 隹 __PBC_list ();
    vector<int> Get__cell_list__per__atom(int atom__index);
    vector <vector <vector <vector <int>>>>>&
    Get__cell__list__without__chosen__atoms(vector<int> &index__pbc__list );
    void Update__cell_list
    (vector <vector < double > > &coordinates__atom__picked, vector<int > &index__pbc__list);
    vector<double> get__box_ccell_list();
    int get__box__shift__PBC();
    // Functions for AuGPs cutoff with ions for clusters
    vector<int> Update_lists__AuGP__ion
    (vector<vector <double> > &xyz, double box_x, double box_y,
    double box__z, double pick__atom);
    int Count_ion__around__AuGP
    (vector <vector < double > > &xyz, int index_ggold, double box__x,
    double box_y, double box_z);
};
#endif
```


## A.3.8 MersenneTwister.h

Listing A. 14 - MersenneTwister.h
frame

```
/*
*
*
/*
```

* Mersenne Twister generator number

```
#ifndef _MERSENNETWISTER_H
```

\#define _MERSENNETWISTER_H
\#include <random>
$/ *!~ \ f i l e ~ M e r s e n n e T w i s t e r . h$
$\backslash$ brief A C ++11 implementation of a Mersenne-Twister
random number generator class.
*/
//! Mersenne-Twister class.
class MersenneTwister
\{
public:
//! Constructor.
MersenneTwister ()
\{
generator.seed (seed);
\}
//! Overloaded () operator.

double operator ()()
\{
return default_uniform_real_distribution(generator);
\}
//! Generate a random integer between min and max (inclusive).
/*! \param min
The minium of the range.
\param max
The maxium of the range.
$\backslash$ return
The uniform random integer.
*/
int integer (int min, int max)
\{
return std:: uniform_int_distribution<int $>\{\min , \max \}($ generator $) ;$
\}
//! Generate a random number from a normal distribution with
/*! zero mean and unit standard deviation.
$\backslash$ return
A random number drawn from the normal distribution.
*/
double normal()
\{
return default_normal_distribution(generator);
\}

```
//! Generate a random number from a normal distribution.
/*! \param mean
The mean of the the normal distribution.
\param stdDev
The standard deviation of the normal distribution.
\return
A random number drawn from the normal distribution.
*/
double normal(double mean, double stdDev)
{
return std:: normal__distribution<double >{mean, stdDev}(generator);
}
//! Get the random number generator seed.
/*! \return seed
The generator seed.
*/
unsigned int getSeed()
{
return seed;
}
//! Seed the random number generator.
/*! \param seed__
The new seed.
*/
void setSeed(unsigned int seed__)
{
seed = seed__;
generator.seed (seed);
}
private:
/// The Mersenne-Twister generator.
std::mt19937 generator ;
/// Default uniform__real distribution [0-1].
std::uniform_real__distribution<double> default__uniform__real__distribution {0.0, 1.0};
/// Default normal distribution with zero mean and unit standard deviation.
std:: normal__distribution<double> default__normal__distribution {0.0, 1.0};
/// The random number seed. We keep the same seed to check our code.
unsigned int seed = 1235;
};
#endif /* _MERSENNETWISTER H */
#endif
```


## A.3.9 Makefile

Listing A. 15 - Makefile

```
    frame
exe: main.o system_MC.o Energy.o List.o
g++ -o exe main.o system__MC.o Energy.o List.o -O3
-L/home/ambroise/gsl/lib -lgsl -lgslcblas -lm
-static-libstdc++
main.o: main.cpp
g++ -o main.o -c main.cpp -std=c++11 -I/home/ambroise/gsl/include
system_MC.o: system__MC.cpp
g++ -o system__MC.o -c system__MC.cpp -std=c++11 -I/home/ambroise/gsl/include
Energy.o: Energy.cpp
g++ -o Energy.o -c Energy.cpp -std=c++11
List.o: List.cpp
g++ -o List.o -c List.cpp
clean:
rm -rf *.o
```


## A. 4 Program to visualize a trajectory

The program to visualize a trajectory is 'Visualization_trajectory.cpp' with the corresponding header file 'Visualization_trajectory.h'. It requires also an adapted 'Main.cpp' and a tool to read a trajectory: 'Read_trajectory.cpp' and 'Read_trajectory.h'.

## A.4.1 Main.cpp

Listing A. 16 - Main.cpp

```
        frame
#include <SDL/SDL.h>
#include <GL/gl.h>
#include <GL/glu.h>
#include <cstdlib>
#include "camera.h"
#include "read_trajectory.h"
int main(int argc, char * argv[])
{
    // Read Trajectory
    ReadTrajectory traj("../traj_output_1.txt","system_connectivity.txt");
    int number_frame = traj.getNumberFrame();
    int number_atoms = traj.getNumberAtom();
    double x = traj.getBoxSize('x');
```

```
double y = traj.getBoxSize('y');
double z = traj.getBoxSize(' z');
// We initialize these vectors
vector <vector <double>> xyz = traj.ReadStep();
vector <int> type_Atoms = traj.gettypeAtoms();;
vector <string> name_Residue = traj.getNameResidue();
vector <vector<int>> connectivity = traj.getConnectivity();
// Initialisation Camera
SDL_Init(SDL_INIT_VIDEO); // Use SDL interface
atexit(SDL_Quit); // return SDL
SDL_Event event; //declaration struct event
int time_delay = 100;
bool pause = false;
CameraView * camera;
camera = new CameraView(x, y, z);
SDL_WM_SetCaption("Vizualisation_trajectory", NULL); // name of the window
SDL_SetVideoMode(800,800,32,SDL_OPENGL);
glClearColor (1.0,1.0,1.0,1.0);
glMatrixMode( GL_PROJECTION );
glLoadIdentity();
gluPerspective(70,(double)(800/800),1.0,10*(x));
glEnable(GL_DEPTH_TEST);
bool continuation = 1;
int frame_count = 1;
SDL_EnableKeyRepeat(10, 10);
float move = 0.0;
while(continuation)
{
    SDL_PollEvent(&event);
    switch(event.type)
    {
    case SDL_QUIT:
    exit(0);
    break;
            case SDL_KEYDOWN:
            switch (event.key.keysym.sym)
            {
                case SDLK_h:
```

```
            camera->Reset_Scene_View(event.key);
            break;
            case SDLK a:
            camera->Zoom_Scene_Plus();
            break;
            case SDLK_z:
            camera->Zoom_Scene_Minus();
            break;
                case SDLK_r:
                frame_count = 1;
                traj.Reset();
                break;
                case SDLK_p:
                pause = true;
                break;
            case SDLK_m:
            pause = false;
            break;
            case SDLK_v:
            for(int i = 0; i < 100; i++)
            {
            xyz = traj.ReadStep()
            }
            frame_count = frame_count + 100;
            break;
                case SDLK ESCAPE:
                exit(0);
                default:
                camera->Move_Scene(event.key);
    }
}
camera->DrawGL(connectivity, xyz, type_Atoms, name_Residue, number_atoms);
move += 0.01;
if(pause = false)
{
            if(frame_count <= number_frame)
            {
                xyz = traj.ReadStep();
                SDL_Delay (1);
                cout << frame_count << endl;
                frame_count++;
            }
}
else
{
```

```
                SDL__Delay (1);
            }
    }
    delete camera;
    SDL__Quit ();
    return 0;
}
```


## A.4.2 Visualization_trajectory.cpp

Listing A. 17 - Visualization_trajectory.cpp
frame
\#include <iostream>
\#include <SDL/SDL.h>
\#include <GL/gl.h>
\#include <GL/glu.h>
\#include "camera.h"
CameraView: : CameraView(double x, double y, double z)
\{
this $\rightarrow$ _x_box $=x$;
this $\rightarrow$ _y_box $=y$;
this $\rightarrow$ _z_zox $=\mathrm{z}$;
this $\rightarrow$ _distance $=1.5 * x$;
this $\rightarrow$ _angleY $=0.0$;
this $\rightarrow$ _angleZ $=0.0$;
\}
CameraView : :~CameraView ()
\{
\}
void CameraView:: Move_Scene(const SDL_KeyboardEvent \& event)
\{
if ((event.type = SDL_KEYDOWN)\&\&(event.keysym.sym $=$ SDLK_LEFT) $)$
\{
_angleZ += 1;
\}
else \{
if ((event.type $=$ SDL_KEYDOWN)\&\&(event.keysym.sym $=$ SDLK_RIGHT) )
\{
__angleZ -= 1;
\}
else\{
if $(($ event.type $=$ SDL_KEYDOWN $) \& \&($ event. keysym.sym $=$ SDLK_UP $))$
\{
__angleY $+=1$;
\}
else\{
if $(($ event.type $=$ SDL_KEYDOWN $) \& \&($ event.keysym.sym $=$ SDLK_DOWN $))$

```
                {
                    _angleY -= 1;
                }
                }
        }
    }
    if (__angleY > 90)
        _angleY = 90;
    else if (__angleY < -90)
        _angleY = -90;
}
void CameraView::Reset_Scene_View(const SDL_KeyboardEvent & event)
{
    _distance = 1.5*(_x_box);
    _angleY = 0.0;
    _angleZ = 0.0;
}
void CameraView::Zoom_Scene_Plus()
{
    _distance += 0.1*(_x_box);
    if(_distance > 3*(_x_box))
        _distance = 3*(_x_box);
}
void CameraView::Zoom_Scene_Minus()
{
    _distance -= 0.1*(_x_box);
    if(__distance < 0.5*(_x_box))
        _distance = 0.5*(_x_box);
}
void CameraView::Look()
{
        gluLookAt(__distance, 0,0,0,0,0,0,0,1);
        glRotated(__angleY,0,1,0);
        glRotated(__angleZ , 0,0,1);
}
void CameraView::D DrawGL(vector<vector<int>> &connectivity,
vector<vector<double> > &xyz, vector<int> &atom_types,
vector<string> &res_name, int number_atoms)
{
    glClear( GL_COLOR_BUFFER_BIT | GL_DEPTH_BUFFER_BIT );
    glMatrixMode ( GL_MODELVIEW );
    glLoadIdentity();
    Look ();
```

```
// draw the box
```

```
glLineWidth(2.0);
```

glBegin (GL_LINE_LOOP) ;
glColor3ub ( $0,0,0$ );
glVertex3d(-(_x_box) $/ 2, \quad\left(\_y \_b o x\right) / 2, \quad(\quad$ z_box $\left.) / 2\right)$;
glVertex3d $\left(-\left(\_x \_b o x\right) / 2, \quad\left(\_y \_b o x\right) / 2,-\left(\_\right.\right.$z_box $\left.) / 2\right)$;
glVertex3d $\left(-\left(\_x \_b o x\right) / 2,-\left(\_y \_b o x\right) / 2,-\left(\_\right.\right.$z_box $\left.) / 2\right)$;
glVertex $3 \mathrm{~d}\left(-\left(\_x \_b o x\right) / 2,-\left(\_y \_b o x\right) / 2, \quad\left(\_\right.\right.$z_box $\left.) / 2\right)$;
glEnd () ;
glBegin(GL_LINE_LOOP) ;
glColor3ub ( $0,0,0$ );
glVertex3d ((_x_box)/2, (_y_box)/2, (_z_box)/2);
glVertex3d $\left(\left(\ldots x \_b o x\right) / 2, \quad\left(\_y \_b o x\right) / 2,-\left(\_\right.\right.$z_box $\left.) / 2\right)$;
glVertex3d $\left(\left(\ldots x \_b o x\right) / 2,-\left(\_y \_b o x\right) / 2,-\left(\_\right.\right.$z_box $\left.) / 2\right)$;
glVertex3d ((_x_box) $/ 2, \quad-\left(\_y \_b o x\right) / 2,\left(\_\right.$z_box $\left.) / 2\right)$;
glEnd () ;
glBegin(GL_LINE_LOOP) ;
glColor3ub ( $0,0,0$ );
glVertex3d( (_x_box)/2, -(_y_box)/2, (_z_box)/2);
glVertex3d( (_x_box)/2, -(_y_box)/2,-(_z_box)/2);
glVertex3d(-(_x_box) $/ 2,-\left(\_y \_b o x\right) / 2,-\left(\_\right.$z_box) $\left./ 2\right)$;
glVertex3d(-(_x_box)/2, -(_y_box)/2, (_z_box)/2);
glEnd () ;
glBegin(GL_LINE_LOOP);
glColor3ub ( $0,0,0$ );
glVertex3d( (_x_box) $/ 2, \quad\left(\quad y \_b o x\right) / 2, \quad\left(\_\right.$z_box) $\left./ 2\right)$;
glVertex3d( (_x_box) $/ 2, \quad\left(\_y \_b o x\right) / 2,-\left(\_\right.$z_box $\left.) / 2\right)$;
glVertex3d $\left(-\left(\_x \_b o x\right) / 2, \quad\left(\_y \_b o x\right) / 2,-\left(\_\right.\right.$z_box $\left.) / 2\right)$;
glVertex3d $\left(-\left(\_x \_b o x\right) / 2, \quad\left(\_y \_b o x\right) / 2, \quad\left(\_\right.\right.$z_box) $\left./ 2\right)$;
glEnd () ;
glBegin (GL_LINE_LOOP) ;
glColor3ub ( $0,0,0$ );
glVertex3d( (_x_box)/2, (_y_box)/2, -(_z_box)/2);
glVertex3d ( (_x_box)/2, -(_y_box)/2, -(_z_box)/2);
glVertex3d(-(_x_box)/2,-(_y_box)/2, -(_z_box)/2);
glVertex3d(-(_x_box)/2, (_y_box)/2, -(_z_box)/2);
glEnd () ;
glBegin (GL_LINE_LOOP) ;
glColor3ub ( $0,0,0$ );
glVertex3d( (_x_box)/2, (_y_box)/2, (_z_box)/2);
glVertex3d ( (_x_box)/2,-(_y_box)/2, (_z_box)/2);
glVertex $3 \mathrm{~d}\left(-\left(-\mathrm{x}_{\mathrm{x}}\right.\right.$ box $) / 2,-\left(-\mathrm{y} \_\right.$box $) / 2, \quad\left(\_\right.$z_box $\left.) / 2\right)$;
glVertex3d $\left(-\left(\_x \_b o x\right) / 2, \quad\left(\_y \_b o x\right) / 2, \quad\left(\_\right.\right.$z_box $\left.) / 2\right) ;$
glEnd () ;
// Draw the system at a given frame

```
    for ( int atom_count \(=0\); atom_count \(<\) number_atoms; atom_count++ )
    \{
        glPushMatrix ();
        GLUquadricObj *quadric;
        Color_Assignment (atom_types [atom_count]) ;
        glTranslatef(xyz[atom_count][0] -(_x_box)/2,
        xyz[atom_count][1]-(_y_box)/2, xyz[atom_count][2]-(_z_box)/2);
        quadric \(=\) gluNewQuadric ();
        gluQuadricDrawStyle(quadric, GLU_FILL);
        if (res_name[atom_count] = "DNA1" || res_name[atom_count] = "DNA2" ||
        res_name[atom_count] = "DNA3" || res_name[atom_count] = "DNA4")
        \{
        if (atom_count \(\% 5=0)\)
        \{
            gluSphere( quadric , 3.9 , 20 , 20 );
        \}
        else
        \{
            gluSphere( quadric , \(2.1,20,20\) );
        \}
        \}
        else
        \{
            if (res_name[atom_count].substr \((0,4)=\) "ionQ" \()\)
            \{
            gluSphere( quadric , 4 , 20 , 20 );
            \}
            else
            \{
            if (res name[atom count]. substr \((0,4)=\) "AUGP" \&\&
            (atom_count-600) \% \(25=0\) )
            \{
                gluSphere( quadric , 7 , 20 , 20 );
            \}
            else
            \{
                gluSphere( quadric , \(1.5,20,20\) );
            \}
            \}
        \}
        gluDeleteQuadric(quadric)
        glPopMatrix ()
    \}
    glFlush();
    SDL_GL_SwapBuffers () ;
void CameraView:: Color_Assignment(int atom_types) const
```

\}

```
{
    if(atom_types = 6) glColor4f(0.0,0.0,0.0,1); // Black
    if(atom_types = 8) glColor4f(1.0,0.0,0.0,1); // Red
    if(atom_types = 20) glColor4f(0.0,0.0,1.0,1); // Blue
    if(atom_types=7) glColor4f(0.90,0.90,0.90,1); // Grey
    if(atom_types = 16) glColor4f(1.0,1.0,0.0,1); // Yellow
    if(atom_types = 12) glColor4f(1.0,0.0,1.0,1); // Purple
    if(atom_types = 79) glColor4f(1.0,0.5,0.0,1); // Orange
    if(atom_types = 1) glColor4f (0.0,1.0,0.0,1); // Green
    if(atom_types = 21) glColor4f(0.658824,0.658824,0.658824,1); // light grey
}
```


## A.4.3 Visualization_trajectory.h

Listing A. 18 - Visualization_trajectory.h frame
\#ifndef CAMERAVIEW_H \#define CAMERAVIEW_H
\#include <iostream>
\#include <SDL/SDL.h>
\#include <GL/gl.h>
\#include <GL/glu.h>
\#include <vector>
using namespace std;
class CameraView
\{
private:
double _x_box;
double _y_box;
double _z_box;
double _distance;
double _angleY;
double __angleZ;
public:
CameraView (double $x$, double $y$, double $z$ );
$\sim$ CameraView ();
void Move_Scene(const SDL_KeyboardEvent \& event);
void Reset_Scene_View (const SDL_KeyboardEvent \& event);
void Zoom_Scene_Plus ();
void Zoom_Scene_Minus();
void Look();
void DrawGL(vector<vector<int>> \&connectivity,
vector<vector<double>> \&xyz, vector<int> \&atom_types,
vector $<$ string $>$ \&res_name, int number_atoms);
void Color_Assignment (int atom_types) const;
\};
\#endif

## A.4.4 Read_trajectory.cpp

Listing A. 19 - Read_trajectory.cpp

```
    frame
#include <iostream>
#include <string>
#include <iomanip>
#include "read_trajectory.h"
using namespace std;
ReadTrajectory::ReadTrajectory()
{
}
ReadTrajectory::ReadTrajectory(string trajfilename,
string connectivity_file) : iFS(trajfilename.c_str())
{
    this }->\mathrm{ _traj_file = trajfilename;
    this }->\mathrm{ __connect_file = connectivity_file;
    ReadHeaderTraj();
    ReadConnectivity();
}
ReadTrajectory::~ReadTrajectory()
{
    iFS.close();
}
void ReadTrajectory::ReadHeaderTraj()
{
    string header = " ";
    string box = " ";
    // We read in the file (header).
    iFS >> header;
    iFS >> _number_frame >> _number_atoms;
    iFS >> box >> _box_size_x >> _box_size_y >> _box_size_z;
    // We precise the size of each tab.
    this }->>_traj.resize(_number_atoms, vector<double> (3,0.0))
    this >>_type_atoms.resize(__number_atoms,0);
    this ->_residue_names.resize(__number_atoms, " " );
}
void ReadTrajectory:: ReadConnectivity()
{
    ifstream iFS;
    iFS.open(_connect_file.c_str());
    vector<int> connectivity_buffer;
    vector <string> read_line;
    string line;
```

```
    if(iFS)
    {
        while (getline(iFS,line))
        {
                read_line = explode(line, '\t');
                for( int i = 0; i < read_line.size(); i++)
                {
                    connectivity_buffer.push__back(stoi(read_line.at(i)));
                }
                _connectivity.push_back(connectivity_buffer);
                read_line.clear();
                connectivity_buffer.clear();
        }
    }
    else
    {
        cout << " cannot read " << __connect_file << endl;
    }
}
double ReadTrajectory::getBoxSize(char direction) const
{
    double dir = 0;
    switch(direction)
    {
        case 'x':
        dir = _box_size_x;
        break;
            case 'y':
            dir = _box_size_y;
            break;
            case 'z':
            dir = _box__size_z;
            break;
    }
    return dir;
}
vector <int> ReadTrajectory::gettypeAtoms()
{
    return _type_atoms;
}
vector<vector<double> > ReadTrajectory::ReadStep()
{
    string arobase = "";
    iFS >> arobase;
    for( int j = 0; j < __number_atoms; j++)
```

```
    {
                iFS >> _type_atoms.at(j) >> __traj.at(j)[0] >> _traj.at(j)[1] >>
                __traj.at(j)[2] >> __residue__names.at(j );
    }
    return __traj;
}
vector <string> ReadTrajectory::getNameResidue()
{
    return _residue__names;
}
int ReadTrajectory::getNumberFrame() const
{
    return __number_frame;
}
int ReadTrajectory::getNumberAtom() const
{
    return __number_atoms;
}
vector<vector<int>> ReadTrajectory::getConnectivity ()
{
        return _connectivity;
}
void ReadTrajectory:: Reset()
{
        iFS.close();
        iFS.clear ();
        iFS.open(__traj__file.c__str());
        ReadHeaderTraj();
}
vector<string> ReadTrajectory: explode(const string& s, const char& c)
{
    string buff{" " };
    vector < string> v;
    for(auto n:s)
    {
            if(n != c) buff+=n; else
            if(n=c&& buff != "") { v.push_back(buff); buff= " "; }
    }
    if(buff != " ") v.push__back(buff);
    return v;
}
```


## A.4.5 Read_trajectory.h

Listing A. 20 - Read_trajectory.h

```
    frame
#include <fstream>
#include <string>
#include <vector>
#include <cstdlib>
#include <iostream>
#include <iomanip>
#include <iomanip>
#include <sstream>
#include <stdexcept>
#include <fstream>
#ifndef READTRAJ_H
#define READTRAJ_H
using namespace std;
class ReadTrajectory{
    private:
    ifstream iFS;
    vector <vector<double>> _traj;
    vector <vector<int>> __connectivity;
    vector <int> _type__atoms;
    vector <string > __residue__names;
    double __number_frame;
    double __number__atoms;
    double __box__size__x;
    double __box__size__y;
    double __box_size__z;
    string __traj_file;
    string __connect_file;
    public:
    ReadTrajectory();
    ReadTrajectory(string trajfilename, string connectivity_file);
    ~ReadTrajectory ();
    void ReadHeaderTraj();
    void ReadConnectivity();
    double getBoxSize(char direction) const;
    vector <int> gettypeAtoms();
    vector <vector <double > > ReadStep ();
    vector <string> getNameResidue();
    int getNumberFrame() const;
    int getNumberAtom() const;
    vector <vector <int>> getConnectivity ();
    void Reset();
    vector<string> explode(const string& s, const char& c);
};
#endif //READTRAJ_H
```


## A.4.6 Makefile

Listing A. 21 - Makefile

```
    frame
CFLAGS = -O3
HDFLAGS = - I/usr/include
CPPFLAG = -std=c}++1
#LDFLAGS = -L./usr/lib/x86_64-linux -gnu -lSDL $(HDFLAGS)
exe: main.o camera.o read_trajectory.o
# g++ -o exe main.o $(CFLAGS) $(LDFLAGS) - Wall
g++ -o exe main.o camera.o read_trajectory.o -lSDL -lGL -lGLU
-ldrm -lX11 -lXext -lXmu
main.o: main.cpp camera.h
g++ -o main.o -c main.cpp
camera.o: camera.cpp
g++ -o camera.o -c camera.cpp
read__trajectory.o: read__trajectory.cpp
g++ -o read__trajectory.o -c read__trajectory.cpp -std=c++11
clean:
rm -rf *.o
```


## A. 5 Program to analyze a trajectory

The program to analyze a trajectory is 'Analysis_trajectory.cpp' with the corresponding header file 'Analysis_trajectory.h'. It requires also an adapted 'Main.cpp'. The same tool to read a trajectory is used to perform an analysis.

## A.5.1 Main.cpp

$$
\text { Listing A. } 22 \text { - Main.cpp }
$$

frame

```
#### Inut file to the main file: 'conf.in' ####
../../../MC_1/traj__output__1.txt
../../../building_topology__file/system__topol.txt
Pressure__1__electrostat__step.txt
Pressure__1__electrostat__total.txt
#############################################################
########################################################
#include "read__trajectory.h"
#include "Analysis.h"
```

```
#include <chrono>
#include <thread>
int main(int argc, char * argv[])
{
    if(argc != 2)
{
    cout << "Usage: " << endl;
    cout << argv[0] <<" configfile." << endl;
    return -1;
}
ifstream iFS;
string configfile;
ofstream oFS;
configfile = argv[1];
// Arguments of the configfile.
string traj_input;
string input_topol;
string Force_step;
string Force_total;
// Read the configfile
cout << endl;
cout << "***********************************" << endl;
cout <<"Reading " << configfile << "... **"<<endl;
iFS.open(configfile.c_str());
iFS >> traj_input;
iFS >> input_topol;
iFS >> Force_step;
iFS >> Force_total;
cout <<"... Ok. **" << endl;
cout << "**********************************" << endl;
// Read Trajectory
ReadTrajectory traj(traj_input);
int number_frame = traj.getNumberFrame();
int number_atoms = traj.getNumberAtom();
double box_x = traj.getBoxSize('x');
double box_y = traj.getBoxSize('y');
double box_z = traj.getBoxSize('z');
// We initialize these vectors
vector <vector<double> > xyz = traj.ReadStep();
int MC_step = 10000;
int step_normalization = 0;
// Parameter for the system.
```

```
int atom_DNA =
int gold_nano = 40;
int free_ions = 0;
int atom_per_gold_nano = 25;
int Qions = 0;
int cation = 0;
int anion = 0;
// Analysis tool for system with 50 Aunp (charge=6).
Analysis analysis(MC_step, atom_DNA, gold_nano,
free_ions, atom_per_gold_nano, Qions, cation, anion,
box_x, box_y, box_z, input_topol);
analysis.gather_Pressure_DNA_DNA(xyz, step_normalization);
analysis.Output_each_step_init(Force_step);
for (int step = 0 ; step < MC_step; step++)
{
    if(step >= 0.1*MC_step)
    {
            analysis.gather_Pressure_DNA_ions(xyz, step_normalization);
            analysis.gather_Pressure_ions_ions(xyz, step_normalization);
            analysis.Output_each_step(step_normalization, Force_step);
            xyz = traj.ReadStep();
            step_normalization++;
        }
        else
        {
            xyz = traj.ReadStep();
        }
    }
// Finalize Force calculation DNA-DNA interaction
analysis.gather_Pressure_with_units();
analysis.Average_Pressure();
//Output of forces
analysis.Output_Pressure(Force_total);
return 0;
}
```


## A.5.2 Analysis_trajectory.cpp

Listing A. 23 - Analysis_trajectory.cpp
frame
\#include <iostream>
\#include <string>
\#include <fstream>
\#include <iomanip>

```
#include <algorithm>
#include "Analysis.h"
using namespace std;
Analysis::Analysis()
{}
Analysis::~Analysis()
{}
Analysis::Analysis(int total_MC_step, int atom_DNA, int gold__nano,
int free_ions, int atom_per_gold_nano, int Qion, int cation, int anion,
double box_x, double box_y, double box_z, string topolfile)
{
    // Let's read the topology.
    ReadTopology();
    Pressure_total.resize(0.9*total_MC_step,0.0);
    Pressure_DNA_ions.resize(0.9*total_MC_step,0.0);
    Pressure_ions_ions.resize(0.9*total_MC_step,0.0);
    Pressure__average = 0;
    Pressure_standard_deviation = 0;
}
void Analysis::gather_Pressure_DNA_DNA(vector<vector<double>> xyz,int step)
{
    // Calculation of the force create by one DNA on the other.
    // (phosphate on phosphate)
    double RX;
    double RY;
    double RZ;
    double r_sq;
    double r;
    double V = box_x*box_y*box_z;
    double RL,RM,RN,KK,KSQ,AK;
    int n, l,m;
    int K;
    double somme;
    int count_zero;
    double cos_m1,cos_m2,cos_m3,sin_m1,sin_m2,sin_m3;
    double term1,term2;
```

```
vector <double> Force_DNA_DNA_buffer(3,0.0);
// Sum of the phosphates of DNA1
for(int i = 0; i < atom_DNA - 1; i++)
{
        // Sum of the phosphates of DNA2
        for(int j = i + 1; j < atom_DNA; j++)
    {
                if(charge.at(i)=0 || charge.at(j)=0)
                {
            continue;
        }
        else
        {
            Force_DNA_DNA_buffer [0] = 0;
            Force_DNA_DNA_buffer [1] = 0;
            Force_DNA_DNA_buffer [2] = 0;
                // Difference of distance
                RX= xyz.at(i)[0] - xyz.at(j)[0];
                RY = xyz.at(i)[1] - xyz.at(j)[1];
                RZ = xyz.at(i)[2] - xyz.at(j)[2];
                // Other version for PBC condition testing.
                RX = RX - box_x * round (RX / box_x);
                RY = RY - box_y * round (RY / box_y);
                RZ = RZ - box_z * round(RZ / box_z );
                r_sq = RX*RX + RY*RY + RZ*RZ;
                if( r_sq > rcut_sqq)
                {
            }
            else
            {
            r = sqrt(r_sq);
            // Real part of the force calculated on each phosphate of DNA1.
            term1 = charge.at(i) * charge.at(j)*
            (2*alpha/sqrt(PI)*exp(-pow(alpha, 2)*r_sq) + erfc(alpha*r)/r );
            Force_DNA_DNA_buffer[0] = term1 * (RX/r_sq);
            Force_DNA_DNA_buffer[1] = term1 * (RY/r_sq);
            Force_DNA_DNA_buffer[2] = term1 * (RZ/r_sq);
            }
                for ( l = 0; l <= Kmax; l++ )
                    {
```

$$
\begin{aligned}
& \mathrm{RL}=\text { double }(\mathrm{l}) / \text { box_x; } \\
& \text { for }(\mathrm{m}=0 ; \mathrm{m}<=\text { Kmax } ; \mathrm{m}++) \\
& \{\quad \mathrm{RM}=\text { double }(\mathrm{m}) / \text { box_y; }
\end{aligned}
$$

$$
\text { for }(\mathrm{n}=0 ; \mathrm{n}<=\text { Kmax } ; \mathrm{n}++)
$$

\{

$$
\mathrm{RN}=\text { double }(\mathrm{n}) / \text { box_z; }
$$

$$
\text { count_zero }=0
$$

$$
\text { if }(1=0) \text { count_zero++; }
$$

$$
\text { if }(\mathrm{m}=0) \text { count_zero++; }
$$

$$
\text { if }(\mathrm{n}=0) \text { count_zero++; }
$$

$$
\text { // test of magnitude of } K \text { vector }
$$

$$
\mathrm{KK}=1 * \mathrm{l}+\mathrm{m} * \mathrm{~m}+\mathrm{n} * \mathrm{n} \text {; }
$$

$$
\text { if }(\mathrm{KK}>=\operatorname{Kmax} * \operatorname{Kmax}+2)
$$

                \{
                    continue;
            \}
                if \((\mathrm{l}=0\) \& \(\mathrm{m}=0 \& \& \mathrm{n}=0)\)
                \{
                continue;
                \}
                cos_m1 \(=\cos (2 * \mathrm{PI} * \mathrm{RL} * \mathrm{RX}) ;\)
                \(\cos \_\mathrm{m} 2=\cos (2 * \mathrm{PI} * \mathrm{RM} * \mathrm{RY}) ;\)
                cos_m3 \(=\cos (2 * \mathrm{PI} * \mathrm{RN} * \mathrm{RZ})\);
                \(\sin \_\mathrm{m} 1=\sin (2 * \mathrm{PI} * \mathrm{RL} * \mathrm{RX}) ;\)
                \(\sin \_\mathrm{m} 2=\sin (2 * \mathrm{PI} * \mathrm{RM} * \mathrm{RY}) ;\)
                \(\sin \_\mathrm{m} 3=\sin (2 * \mathrm{PI} * \mathrm{RN} * \mathrm{RZ}) ;\)
                \(\mathrm{KSQ}=\mathrm{RL} * \mathrm{RL}+\mathrm{RM} * \mathrm{RM}+\mathrm{RN} * \mathrm{RN} ;\)
                \(\mathrm{AK}=(2 / \mathrm{V}) * \exp (-(\mathrm{PI} * \mathrm{PI} * \mathrm{KSQ}) /(\) alpha \(*\) alpha \()) / \mathrm{KSQ}\);
                term \(2=A K *\) charge.at (i) * charge.at (j) * pow(2,3-count_zero);
                    Force_DNA_DNA_buffer [0] += term \(2 * \sin \_m 1 * \cos \_m 2 * \cos \_m 3 * R L\);
            Force_DNA_DNA_buffer [1] += term \(2 * \cos \_m 1 * \sin \_m 2 * \cos \_m 3 * R M\);
            Force_DNA_DNA_buffer [2] \(+=\) term \(2 * \cos \_\mathrm{m} 1 * \cos \_\mathrm{m} 2 * \sin \_\mathrm{m} 3 * R N\);
                \}
                \}
            \}
                pressure_DNA_DNA += Force_DNA_DNA_buffer [0] * RX +
                Force_DNA_DNA_buffer [1] * RY +
                Force_DNA_DNA_buffer [2] * RZ;
                \}
        \}
    \}
    \}
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void Analysis: : gather_Pressure_DNA_ions (vector $<$ vector $<$ double $\gg$ xyz, int step)
\{
// Calculation of the force create by one DNA on the other.
// (phosphate on phosphate)
double RX;
double RY;
double RZ;
double r__sq;
double r;
double $V=$ box_x*box_y*box_z;
double RL,RM,RN,KK,KSQ,AK;
int $\mathrm{n}, \mathrm{l}, \mathrm{m}$;
int $K$;
double somme;
int count_zero;
double cos_m1, cos_m2, cos_m3, sin_m1, sin_m2, sin_m3;
double term1,term2;
vector <double> Force__DNA__ions__buffer (3, 0.0);
// Sum of the phosphates of DNA1
for (int $\mathrm{i}=0 ; \mathrm{i}<$ atom_DNA; $\mathrm{i}++$ )
\{
// Sum of the phosphates of DNA2
for (int $j=$ atom_DNA; $j<x y z . \operatorname{size}() ; j++)$
\{
if (charge.at $(\mathrm{i})=0 \quad \|$ charge.at $(j)=0)$
\{
continue;
\}
else
\{
Force_DNA_ions_buffer [0] $=0$;
Force__DNA_ions_buffer [1] $=0$;
Force__DNA__ions__buffer [2] $=0$;
// Difference of distance.
$R X=\quad x y z \cdot a t(i)[0]-x y z \cdot a t(j)[0] ;$
$R Y=\quad x y z . a t(i)[1]-x y z \cdot a t(j)[1] ;$
$R Z=x y z \cdot a t(i)[2]-x y z \cdot a t(j)[2] ;$

221 222 223 224 225 226 227 228 229 230 231 232 233 234 235 236 237 238 239 240 241 242 243 244 245 246 247 248 249 250 251 252 253 254 255 256 257 258 259 260 261 262 263 264 265 266 267 268 269 270 271 272 273 274

```
// Other version for PBC condition testing.
RX = RX - box_x * round (RX / box_x);
RY = RY - box_y * round (RY / box_y);
RZ = RZ - box_z * round(RZ / box_z);
r_sq = RX*RX + RY*RY + RZ*RZ;
if( r_sq > rcut_sq)
{
}
else
{
    r = sqrt(r_sq);
    // Real part of the force calculated on each phosphate of DNA1.
    term1 = charge.at(i) * charge.at(j)*
    (2*alpha/sqrt(PI)*exp(-pow(alpha,2)*r_sq) + erfc(alpha*r)/r );
    Force_DNA_ions_buffer [0] = term1 * (RX/r_sq);
    Force_DNA_ions_buffer[1] = term1 * (RY/r_sq);
    Force_DNA_ions_buffer[2] = term1 * (RZ/r_sq);
}
for ( l = 0; l <= Kmax; l++ )
{
    RL = double(l)/box_x;
    for ( m = 0; m <= Kmax; m++ )
        {
            RM = double(m)/box_y;
            for ( n = 0; n <= Kmax; n++ )
            {
                RN = double(n)/box_z;
                    count_zero = 0;
                    if(l= 0) count_zero++;
                            if (m=0) count_zero++;
                    if(n=0) count_zero++;
                    // test of magnitude of K vector
                KK = l *l + m*m + n*n;
                    if( KK >= Kmax*Kmax+2)
                {
                                    continue;
                }
                    if( l = 0 && m=0 && n=0)
                    {
                        continue;
            }
```

```
                    cos_m1 = cos(2*PI*RL*RX);
                    cos_m2 = cos(2*PI*RM*RY);
                    cos_m3 = cos(2*PI*RN*RZ);
                    sin_m1 = sin (2*PI*RL*RX);
                    sin_m2 = sin}(2*PI*RM*RY)
                    sin_m3 = sin (2*PI*RN*RZ);
                    KSQ = RL*RL + RM*RM + RN*RN;
                    AK = (2/V)*exp(-(PI*PI*KSQ)/(alpha*alpha))/KSQ;
                            term2 = AK * charge.at(i) * charge.at(j) * pow(2,3-count_zero);
                            Force_DNA_ions_buffer[0] += term2 * sin_m1*\operatorname{cos_m2*\operatorname{cos_m}3*RL;}
                    Force_DNA_ions_buffer[1] += term2 * cos_m1*sin_m2*cos_m3*RM;
                    Force_DNA_ions_buffer[2] += term2 * cos_m1*cos_m2*sin_m3*RN;
                }
                }
            }
            Pressure_DNA_ions.at(step) += Force_DNA_ions_buffer[0] * RX +
                Force_DNA_ions_buffer [1] * RY +
                Force_DNA_ions_buffer[2] * RZ;
                }
            }
    }
}
void Analysis::gather_Pressure_ions_ions(vector<vector<double> > xyz, int step)
{
    // Calculation of the force create by one DNA on the other.
    // (phosphate on phosphate)
    double RX;
    double RY;
    double RZ;
    double r_sq;
    double r;
    double V = box_x*box_y*box_z;
    double RL,RM,RN,KK,KSQ,AK;
int n, l,m;
int K;
double somme;
int count_zero;
double cos_m1,cos_m2,}\operatorname{cos_m3,\operatorname{sin}_m1,\operatorname{sin}_m2,\operatorname{sin}_m3;
double term1,term2;
```
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```
vector <double> Force_ions_ions__buffer(3,0.0);
// Sum of the phosphates of DNA1
for(int i = atom_DNA; i < xyz.size()-1; i++)
{
    // Sum of the phosphates of DNA2
    for(int j = i+1; j < xyz.size(); j++)
    {
            if(charge.at(i)=0 || charge.at(j) == 0)
            {
            continue;
            }
            else
            {
                    Force_ions_ions_buffer [0] = 0;
                    Force_ions_ions_buffer[1] = 0;
                    Force_ions_ions_buffer[2] = 0;
                // Difference of distance
                RX = xyz.at(i)[0] - xyz.at(j)[0];
                RY = xyz.at(i)[1] - xyz.at(j)[1];
                RZ = xyz.at(i)[2] - xyz.at(j)[2];
            // Other version for PBC condition testing.
            RX = RX - box_x * round (RX / box_x);
            RY = RY - box_y * round (RY / box_y);
            RZ = RZ - box_z * round(RZ / box_z);
            r_sq = RX*RX + RY*RY + RZ*RZ;
            if( r_sq > rcut_sqq)
            {
            }
            else
            {
                r = sqrt(r_sq);
                    // Real part of the force calculated on each phosphate of DNA1.
                    term1 = charge.at(i) * charge.at(j)*
                    (2*alpha/sqrt(PI)*exp(-pow(alpha, 2)*r_sq) + erfc(alpha*r)/r );
                    Force__ions_ions_buffer[0] = term1 * (RX/r_sq);
                    Force_ions_ions_buffer[1] = term1 * (RY/r_sq);
                    Force__ions_ions_buffer[2] = term1 * (RZ/r_sq);
            }
            for ( l = 0; l <= Kmax; l++ )
            {
                    RL = double(1)/box_x;
                    for ( m = 0; m <= Kmax; m++ )
                    {
```

```
                RM = double (m)/box_y;
                for ( n = 0; n <= Kmax; n++ )
            {
        RN = double(n)/box_z;
        count_zero = 0;
        if(l= 0) count_zero++;
        if(m=0) count_zero++;
        if(n=0) count_zero++;
        // test of magnitude of K vector
        KK = l*l +m*m + n*n;
        if( KK >= Kmax*Kmax+2)
        {
            continue;
        }
        if( l=0 && m=0 && n=0)
        {
            continue;
        }
        cos_m1 = cos(2*PI*RL*RX);
        cos_m2 = cos(2*PI*RM*RY);
        cos_m3 = cos(2*PI*RN*RZ);
        sin_m1 = sin(2*PI*RL*RX);
        sin_m2 = sin}(2*PI*RM*RY)
        sin_m3 = sin}(2*PI*RN*RZ)
        KSQ = RL*RL + RM*RM + RN*RN;
        AK =(2/V)*exp(-(PI*PI*KSQ)/(alpha*alpha))/KSQ;
        term2 = AK * charge.at(i) * charge.at(j) * pow(2,3-count_zero);
        Force_ions_ions_buffer[0] += term2 *
        sin_m1*cos_m2*cos_m3*RL;
        Force_ions_ions_buffer[1] += term2 *
        cos_m1*sin_m2*cos_m3*RM;
        Force_ions_ions_buffer[2] += term2 *
        cos_m1*cos_m2*sin_m3*RN;
        }
            }
        }
            Pressure_ions_ions.at(step) += Force_ions_ions__buffer[0] * RX +
            Force_ions_ions_buffer[1] * RY +
            Force_ions_ions_buffer[2] * RZ;
        }
        }
    }
}
```
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```
void Analysis::ReadTopology()
{
    ifstream iFS;
    iFS.open(_topol_file.c__str());
    string line;
    vector<string> split_line;
    int buffer_charge_index;
    double buffer_charge;
    vector<int> buffer_bond__index (2,0);
    vector<double> buffer__bond (2,0.0);
    vector<int> buffer_angle_index (3,0);
    vector<double> buffer_angle(2,0.0);
    int buffer_vdw__index;
    vector<double> buffer_vdw (2,0.0);
    if (iFS)
    {
        while(getline(iFS, line))
        {
        if(line[0] != '[' && line[0] !=';')
        {
            split_line = explode(line, '\t');
                switch(split_line.size())
                {
                case 2:
                buffer_charge_index = stoi(split_line.at(0));
                buffer_charge = stod(split_line.at(1));
                charge_index.push_back(buffer_charge_index);
                charge.push_back(buffer_charge);
                break;
                case 4:
                buffer_bond_index.at(0) = stoi(split_line.at(0));
                buffer_bond_index.at(1) = stoi(split_line.at(1));
                buffer_bond.at(0) = stod(split_line.at(2));
                buffer_bond.at(1) = stod(split_line.at(3));
                bond_index.push_back(buffer_bond__index);
                bond.push_back(buffer_bond);
                break;
                case 5:
```

```
                    buffer_angle__index.at(0) = stoi(split_line.at(0));
                    buffer__angle__index.at(2) = stoi(split__line.at(2));
                    buffer__angle.at(0) = stod(split_line.at (3));
                    buffer__angle.at(1) = stod(split__line.at(4));
                        angle__index.push__back(buffer__angle_index);
                    angle.push__back(buffer__angle);
                    break;
                    case 3:
                    buffer_vdw__index = stoi(split__line.at(0));
                    buffer__vdw.at(0) = stod(split__line.at(1));
                                    buffer__vdw.at(1) = stod(split_line.at (2));
                    vdw__index.push__back(buffer__vdw__index );
                    vdw.push__back(buffer__vdw );
                    break;
                    }
                }
            }
    }
    else
    {
    cout << " Cannot open " << __topol__file << endl;
    }
}
vector<string> Analysis:: explode(const string& s, const char& c)
{
    string buff{" " };
    vector<string> v;
    for(auto n:s)
    {
            if(n != c) buff+=n; else
            if(n=c && buff != " ") { v.push_back(buff); buff= " "; }
    }
    if(buff != " ") v.push__back(buff);
    return v;
}
void Analysis::gather__Pressure__with__units()
{
    double Fo = (q*q)/(4*PI*eps0*eps__water*Angstrom );
    for(int i = 0; i < Pressure__total.size(); i++)
    {
            // Total pressure is pressure of perfect__gaz +
```

```
            Pressure DNA DNA + Pressure DNA ions + Pressure ions ions.
            Pressure_total.at(i) = ((free_ions + gold_nano )*kb*T)/(V*pow (10, - 30)) +
            (1/(3*(V*pow (10, -30)))) * Fo
            *(pressure_DNA_DNA + Pressure_ions_ions.at(i) + Pressure_DNA_ions.at(i));
    }
}
void Analysis::Average_and_STD_Pressure(vector<double> &Pressure_total,
double &Pressure_average, double &Pressure_standard_deviation)
{
    double n = Pressure_total.size();
    // Calculation of the average of the component of force considered.
    for(int i = 0; i < n; i++)
    {
        Pressure_average += Pressure_total.at(i);
    }
    Pressure__average = Pressure_average/n;
    // Calculation of the standard mean deviation.
    for(int i = 0; i < n; i++)
    {
        Pressure_standard_deviation +=
        pow(Pressure_total.at(i) - Pressure_average,2);
    }
    Pressure_standard_deviation= sqrt((1/n)*Pressure_standard__deviation );
}
void Analysis::Average_Pressure()
{
    // Finalize average and STD of pressure.
    Average_and_STD_Pressure(Pressure_total, Pressure_average,
    Pressure_standard_deviation);
}
void Analysis::Output_each_step_init(string output_Pressure__step)
{
    // Initialization of flux to open files.
    ofstream oFS;
    // Reinitialization of the force calculation.
    oFS.open(output_Pressure_step.c_str());
    if (oFS)
    {
        oFS << "#step Pressure_total Pressure_perfect Pressure__elec" << endl;
    }
    else
    {
```

```
        cout << "We cannot open " << output__Pressure_step << endl;
```

        cout << "We cannot open " << output__Pressure_step << endl;
    }
    }
    oFS.close();
    oFS.close();
    oFS.clear();
    oFS.clear();
    }
void Analysis::Output_each_step(int step, string output_Pressure_step)
void Analysis::Output_each_step(int step, string output_Pressure_step)
{
double Fo = (q*q)/(4*PI*eps0*eps_water*Angstrom);
double Fo = (q*q)/(4*PI*eps0*eps_water*Angstrom);
// Initialization of flux to open files.
// Initialization of flux to open files.
ofstream oFS;
ofstream oFS;
// Reinitialization of the force calculation.
// Reinitialization of the force calculation.
oFS.open(output_Pressure_step.c_str(),ios::app);
oFS.open(output_Pressure_step.c_str(),ios::app);
if (oFS)
if (oFS)
{
{
oFS << step;
oFS << step;
oFS << " ";
oFS << " ";
oFS << fixed << setprecision(5) <<
oFS << fixed << setprecision(5) <<
((free_ions + gold_nano) * kb * T)/(V*pow (10, -30)) +
((free_ions + gold_nano) * kb * T)/(V*pow (10, -30)) +
(1/(3*(V*pow (10,-30)))) * Fo *
(1/(3*(V*pow (10,-30)))) * Fo *
(pressure_DNA_DNA + Pressure_ions_ions.at(step) + Pressure_DNA_ions.at(step));
(pressure_DNA_DNA + Pressure_ions_ions.at(step) + Pressure_DNA_ions.at(step));
oFS << " ";
oFS << " ";
oFS << fixed << setprecision(5) <<
oFS << fixed << setprecision(5) <<
((free_ions + gold_nano) * kb * T)/(V*pow (10,-30));
((free_ions + gold_nano) * kb * T)/(V*pow (10,-30));
oFS << " ";
oFS << " ";
oFS << fixed << setprecision(5) <<
oFS << fixed << setprecision(5) <<
(1/(3*(V*pow (10,-30)))) * Fo
(1/(3*(V*pow (10,-30)))) * Fo
*(pressure_DNA_DNA + Pressure_ions_ions.at(step) + Pressure_DNA_ions.at(step));
*(pressure_DNA_DNA + Pressure_ions_ions.at(step) + Pressure_DNA_ions.at(step));
oFS << endl;
oFS << endl;
}
}
else
else
{
{
cout << "We cannot open " << output_Pressure_step << endl;
cout << "We cannot open " << output_Pressure_step << endl;
}
}
oFS.close();
oFS.close();
oFS.clear();
oFS.clear();
}
void Analysis::Output_Pressure(string output_Pressure_final)
void Analysis::Output_Pressure(string output_Pressure_final)
{
{
// Initialization of flux to open files.
// Initialization of flux to open files.
ofstream oFS;
ofstream oFS;
// Reinitialization of the force calculation.
// Reinitialization of the force calculation.
oFS.open(output_Pressure_final.c_str());
oFS.open(output_Pressure_final.c_str());
oFS.close();
oFS.close();
oFS.clear();

```
    oFS.clear();
```

```
    // Output of the force calculation.
    oFS.open(output__Pressure__final.c__str());
    if (oFS)
    {
        oFS << "R(DNA-DNA) ";
        oFS << "Pressure ";
        oFS << "Pressure_STD ";
        oFS << " Pressure__perfect ";
        oFS << " Pressure__electro" << endl;
        oFS << fixed << setprecision (5) << box_x**0.5;
        oFS << " ";
        oFS << fixed << setprecision(5) << Pressure__average;
        oFS << " ";
        oFS << fixed << setprecision (5) << Pressure__standard__deviation;
        oFS << " ";
        oFS << fixed << setprecision(5) <<
        ((free__ions + gold__nano) * kb * T)/(V*pow (10, - 30));
        oFS << " ";
        oFS << fixed << setprecision(5) <<
        Pressure__average - ((free_ions + gold__nano) * kb * T)/(V*pow (10, - 30));
    }
    else
    {
        cout << "We cannot open " << output__Pressure_final << endl;
    }
    oFS.close();
    oFS.clear ();
```

\}

## A.5.3 Analysis_trajectory.h

Listing A. 24 - Analysis_trajectory.h
frame
/*
*

* Class to do the analysis
* 

*/
\#ifndef ANALYSIS_H
\#define ANALYSIS_H
\#include <vector>
\#include <string>
\#include <cmath>
\#define PI $\operatorname{acos}(-1.0)$
\#define eps0 $8.854188 * \operatorname{pow}(10,-12)$
\#define q $1.6021765 * \operatorname{pow}(10,-19)$
\#define Angstrom pow (10, - 10)
\#define Na 6.02214129*pow $(10,23)$

```
#define eps_water 78
#define KT 2477.7090204
#define kb 1.38064852*pow(10,-23)
#define T 298
using namespace std;
class Analysis{
    private:
    // Definition of total step;
    int total_MC__step;
    // Initialization of the species present in the system.
    int atom_DNA;
    int gold_nano;
    int free_ions;
    int atom__per_gold__nano;
    int Qion;
    int cation;
    int anion;
    // String for topology file.
    string _topol_file;
    double alpha;
    double Kmax;
    double rcut_sq;
    /* Vector containing the index of charge in the topology file */
    vector <int> charge_index;
    /* Vector containing the value of charge in the topology file */
    vector <double> charge;
    /* Vector containing the index of bond in the topology file */
    vector<vector<int> > bond__index;
    /* Vector containing the value of bond in the topology file */
    vector<vector<double>> bond;
    /* Vector containing the index of angle in the topology file */
    vector<vector<int> > angle_index;
    /* Vector containing the value of angle in the topology file */
    vector<vector<double> > angle;
    /* Vector containing the index of vdw in the topology file */
    vector<int> vdw_index;
    /* Vector containing the value of vdw in the topology file */
    vector<vector<double> > vdw;
```

```
    // Initialization of box size.
    double box_x;
    double box_y;
    double box_z;
    // Declaration of volume.
    double V;
    double pressure__DNA_DNA;
    // Pressure DNA_ions;
    vector<double> Pressure__DNA__ions;
    // Pressure ions_ion;
    vector<double> Pressure__ions__ions;
    // Vector to store the force through MC__step.
    vector<double> Pressure__total;
    // Declaration of variable for average pressure and std pressure
    double Pressure__average;
    double Pressure__standard__deviation;
    public:
    Analysis ();
    ~Analysis();
    Analysis(int total__MC__step, int atom_DNA, int gold__nano, int free__ions,
    int atom__per_gold_nano, int Qion, int cation, int anion,
    double box__x, double box_y, double box_z, string topolfile);
    void gather__Pressure__DNA__DNA(vector <vector <double> > xyz, int step);
    void gather__Pressure__DNA__ions(vector<vector<double>> xyz, int step );
    void gather__Pressure__ions__ions(vector<vector<double>> xyz, int step);
    void gather__Pressure__with__units();
    void Average__and__STD__Pressure(vector<double> &Pressure__total,
    double &Pressure__average, double &Pressure__standard__deviation );
    void Average__Pressure();
    void Output__each__step__init(string output__Pressure__step);
    void Output__each__step(int step, string output__Pressure__step);
    void Output_Pressure(string output_Pressure_final);
    void ReadTopology();
    vector<string> explode(const string& s, const char& c);
};
#endif
```


## A.5.4 Makefile

Listing A. 25 - Makefile
frame
1 exe: main.o read_trajectory.o Analysis.o

```
g++ -o exe main.o read_trajectory.o Analysis.o -lm -static-libstdc++
main.o: main.cpp
g++ -o main.o -c main.cpp -std=c++11
read_trajectory.o: read_trajectory.cpp
g++ -o read_trajectory.o -c read_trajectory.cpp -std=c++11
Analysis.o: Analysis.cpp
g++ -o Analysis.o -c Analysis.cpp -std=c++11
clean:
rm -rf *.o
```


## appendix B

## Some tests for the Monte Carlo simulation package
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We perform numerical tests for several algorithms used in the Monte Carlo simulation package. In the first section, we check our implementation of the Ewald summation technique on two systems. First, we calculate the Coulomb energy of a rock salt $(\mathrm{NaCl})$ and calculate the Madelung constant. Then, the electrostatic interactions within a box filled with water molecules are calculated and compared with literature. Also, we implement the pivot algorithm and test it to calculate some properties of a semi-flexible polymer model: the Kratky-Porod model [313]. Finally, the grand canonical Monte carlo scheme (GCMC) is tested with an aqueous solution of monovalent salt.

## B. 1 Test of the Ewald summation technique

## B.1.1 Determination of Madelung constant for NaCl crystal

We test our implementation of the Ewald summation technique to calculate the Coulomb energy on a crystal lattice of NaCl to extract the Madelung constant.

The crystal structure of NaCl is displayed in Figure B.1 where the distance between ions is denoted by $d$.


Figure B. $1-\mathrm{NaCl}$ crystal structure.

The simple approach to calculate the ionic energy of an infinite crystal starts by considering an arbitrary ion in the crystal and calculating the energy contribution from the neighbors. If we consider the central black ion in picture B.1, the lattice energy writes as an infinite summation over neighbors. The black ion has 6 closest neighbors separated from $d, 12$ second nearest neighbors at a distance $d \sqrt{2}$ such that an infinite series can be constructed:

$$
\begin{equation*}
E=\frac{q_{+} q_{-}}{4 \pi \epsilon_{o} d}\left[6-\frac{12}{\sqrt{2}}+\frac{8}{\sqrt{3}}-\frac{6}{\sqrt{4}}+\frac{24}{\sqrt{5}}-\ldots\right] \tag{B.1}
\end{equation*}
$$

The infinite series is convergent and is denoted by $M$, the Madelung constant:

$$
\begin{equation*}
E=\frac{q_{+} q_{-}}{4 \pi \epsilon_{o} d} M \tag{B.2}
\end{equation*}
$$

We used some routines of the MC simulation package in order to calculate the Madelung constant using the Ewald summation method. The unit cell used to perform the calculations contains 8 ions shown in black in Figure B. 1

First, we remind that the energy calculated with the Ewald summation method (see section 3.2.4.3) is the sum of 3 terms:

- $\mathcal{U}^{S R}$ is the short range (called also "real space") contribution,
- $\mathcal{U}^{L R}$ is the long range (called also "reciprocal space") contribution,
- $\mathcal{U}^{\text {Self }}$ is the "correction" term contribution.

The cut-off for the reciprocal space is chosen to be $n_{c}=8$ and the different energy terms are plotted as a function of the splitting parameter $\alpha$ in Figure B. 2


Figure B. 2 - Energy contribution as a function of the splitting parameter $\alpha$ for $n_{c}=8$.

The total Coulombic energy curve reaches a plateau for $\alpha \in[5,11]$ with a value of -737.37 $\mathrm{kJ} / \mathrm{mol}$ which is consistent with the same calculation performed in the literature [314. Within this range, the contribution to the total Coulombic energy comes from the long range interaction $\mathcal{U}^{L R}$ and the correction contribution $\mathcal{U}^{\text {Self }}$. Due to the size of the simulation box that contains only 8 ions, $\mathcal{U}^{S R}$ is negligible over such range of splitting parameter $\alpha$. It is clear that the splitting parameter determines the relative importance of the short range and long range contributions to the total energy. When the parameter $\alpha$ increases, the long range contribution increases as well and one needs a larger cutoff $n_{c}$.

Along this line, we calculated the Madelung constant for NaCl and plotted it as a function of the splitting parameter in Figure B. 3 for different cutoffs in the reciprocal space. We obtained a Madelung constant of $M=1.74756$, which is the same value found for the same calculation


Figure B. 3 - Madelung constant for NaCl crystal in function of the splitting parameter $\alpha$.
performed in the work of Pratt [314]. A larger number of reciprocal vectors enables to estimate the Madelung constant for higher values of the splitting parameter alpha, although the execution time of the program is much longer.

Such calculations validate our implementation of the Ewald summation technique in the MC simulation package.

## B.1.2 Electrostatic interactions in water

We test our implementation of the Ewald summation technique to calculate the electrostatic interactions in water. We used the parameters for the Ewald summation technique and check the validity of our implementation by using data from NIST website [315.

The water model used to perform the calculation is characterized by an hydrogen charge $q_{H}=$ $+0.4238|\mathrm{e}|$ and an oxygen charge $q_{O}=-0.8476|\mathrm{e}|$, a bond length between the oxygen and hydrogen of $r_{O H}=1 \AA$ and an angle $\phi=109.47$ degrees between bonds as shown in Figure B. 4

The Ewald parameters are settled in the following way according to the NIST page 315:


Figure B. 4 - Scheme of the water molecule.

$$
\left\{\begin{array}{l}
\alpha=\frac{5.6}{\min \left(L_{x}, L_{y}, L_{z}\right)}  \tag{B.3}\\
n_{c}=5 \\
r_{c u t}=10 \AA
\end{array}\right.
$$

where $L_{x}, L_{y}$ and $L_{z}$ are the box sidelengths. The electrostatic interactions has been calculated for different box sizes. The results obtained with our implementation of the Ewald summation technique are given in Table B. 1 We remind that the electrostatic energy is the contribution of three terms $\mathcal{U}^{E L}=\mathcal{U}^{S R}+\mathcal{U}^{L R}+\mathcal{U}^{\text {Self }}$.

Table B. 1 - Calculation of the electrostatic interaction in water.

| system | 1 | 2 | 3 | 4 |
| :--- | :---: | :---: | :---: | :---: |
| Number of water molecules | 100 | 200 | 300 | 750 |
| $L_{x}=L_{y}=L_{z}(\AA)$ | 20 | 20 | 20 | 30 |
| $\mathcal{U}^{S R}(\mathrm{~kJ} / \mathrm{mol})$ | 18716.13 | 36806.42 | 53766.53 | 88971.80 |
| $\mathcal{U}^{L R}(\mathrm{~kJ} / \mathrm{mol})$ | 52.13 | 50.17 | 43.60 | 63.08 |
| $\mathcal{U}^{\text {Self }}(\mathrm{kJ} / \mathrm{mol})$ | -23651.51 | -47303.02 | -70954.53 | -118257.97 |
| $\mathcal{U}^{E L}(\mathrm{~kJ} / \mathrm{mol})$ | -4883.25 | -10446.43 | -17144.40 | -29223.09 |

We obtain the same results as those presented in the NIST website 315. By this way, we ensure that the electrostatic energy have been properly implemented in the MC simulation package.

## B. 2 Properties of the Kratky-Porod model

The worm like chain model has been first proposed by Kratky and Porod in 1949 and is called the Kratky-Porod model [316. This model is suitable to describe relatively stiff polyelectrolyte
under the following assumptions:

- Each angle defined by $\theta$ between bonds $i$ and $i+1$ are constrained with the following potential:

$$
\begin{equation*}
E=-C \cos \theta \tag{B.4}
\end{equation*}
$$

where $C$ is the bending coefficient.

- The bond length $l$ is small compared to the length $L$ of the chain.

A bond vector is a vector associated with a bond made between two consecutive beads of the chain as shown in Figure B. 5


Figure B. 5 - Illustration of the Kratky-Porod model. Each bond linking two consecutive beads is associated with a vector $\mathbf{r}_{i}$. The angle $\theta$ is made between two successive bonds.

Let us express the angular correlations between two bond vectors $\mathrm{r}_{i}$ and $\mathrm{r}_{j}$.

$$
\begin{array}{cc}
\left\langle\mathbf{r}_{i} \cdot \mathbf{r}_{j}\right\rangle & =\left\langle\frac{\left(\mathbf{r}_{i} \cdot \mathbf{r}_{i+1}\right) \mathbf{r}_{i+1}}{\left|\mathbf{r}_{i+1}\right|^{2}} \cdot \mathbf{r}_{j}\right\rangle \\
\left\langle\mathbf{r}_{i} \cdot \mathbf{r}_{j}\right\rangle & =\left\langle\frac{\left(\mathbf{r}_{i} \cdot \mathbf{r}_{i+1}\right) \mathbf{\mathbf { r } _ { i + 1 }}}{\left|\mathbf{r}_{i+1}\right|^{2}} \frac{\left(\mathbf{r}_{i+1} \cdot \mathbf{r}_{i+2}\right) \mathbf{r}_{i+2}}{\left|\mathbf{r}_{i+2}\right|^{2}} \cdot \mathbf{r}_{j}\right\rangle \\
\left\langle\mathbf{r}_{i} \cdot \mathbf{r}_{j}\right\rangle=\left\langle\frac{\left(\mathbf{r}_{i} \cdot \mathbf{r}_{i+1}\right) \mathbf{r}_{i+1}}{\left|\mathbf{r}_{i+1}\right|^{2}} \frac{\left(\mathbf{r}_{i+1} \cdot \mathbf{r}_{i+2}\right) \mathbf{r}_{i+2}}{\left|\mathbf{r}_{i+2}\right|^{2}} \ldots \frac{\left(\mathbf{r}_{j-1} \cdot \mathbf{r}_{j}\right) \mathbf{r}_{j}}{\left|\mathbf{r}_{j}\right|^{2}} \cdot \mathbf{r}_{j}\right\rangle \\
\left\langle\mathbf{r}_{i} \cdot \mathbf{r}_{j}\right\rangle & =l^{2}\langle\cos \theta\rangle^{j-i} \tag{B.8}
\end{array}
$$

We introduced the persistence length $l_{p}$ of the polymer chain [313] through the bond correlations:

$$
\begin{equation*}
\left\langle\mathbf{r}_{i} \cdot \mathbf{r}_{j}\right\rangle=l^{2} e^{\left(-\frac{(j-i) l}{l_{p}}\right)} \tag{B.9}
\end{equation*}
$$

The persistence length can be related to the bending coefficient $C$ through the following relationship [317]:

$$
\begin{equation*}
l_{p}=\frac{l C}{k_{b} T} \tag{B.10}
\end{equation*}
$$

We aim to calculate the persistence length of a Kratky-Porod model chain by using our MC simulation package. It would represent a proper test for the pivot algorithm implemented in section 3.2.3.2

In order to simplify calculations, we will set $k_{B} T=1 \mathrm{~kJ} / \mathrm{mol}$ and each bond length to be equal to $1 \AA$. Each simulation has been performed with 2000 MC steps which means that the pivot algorithm has been applied 2000 times for each bond. The chain contains 100 beads, resulting of 99 bonds.

We plotted the normalized angular correlation function and its logarithm for different values of the bending coefficient for the angular force acting between bonds in Figure B.6.

We obtain a decaying exponential function as predicted by formula B. 9


Figure B. 6 - Top) Normalized angular correlation function for chains characterized by different bending coefficients C. Bottom) Logarithm of the angular correlation function.

$$
\begin{equation*}
\frac{\left\langle\mathbf{r}_{i} \cdot \mathbf{r}_{j}\right\rangle}{l^{2}}=e^{\left(-\frac{(j-i) l}{l_{p}}\right)} \tag{B.11}
\end{equation*}
$$

It is thus straightforward to extract the persistence length and we summarize the results in

Table B. 2 - Calculation of persistence length of the bead chain model for different bending coefficients.

| Bending coefficient $C\left(\mathrm{~kJ} /\left(\mathrm{mol} \cdot \mathrm{rad}^{2}\right)\right)$ | Theoretical $l_{p}(\AA)$ | simulated $l_{p}(\AA)$ |
| :--- | :---: | :---: |
| 5 | 5 | 5.04 |
| 10 | 10 | 10.15 |
| 20 | 20 | 20.22 |
| 30 | 30 | 29.94 |

Table B. 2 We thus ensure that the pivot algorithm is well implemented in the MC simulation package.

## B. 3 Test of the grand canonical MC scheme

We modified the MC simulation package to perform grand canonical MC simulation (GCMC). In order to validate the GCMC scheme, we perform simulations on simple systems of solution of monovalent salt with an implicit water modeled using a dielectric constant $\epsilon=78$. The GCMC algorithm requires the chemical potential as input to perform a simulation. The validation of the GCMC algorithm is based on two steps:

- First, we extract the excess chemical potential with the Widom technique (see section 3.2.5) from a standard NVT MC simulation of an aqueous solution of monovalent salt.
- The chemical potential is used to perform a GCMC simulation of the same system. The average number of ion pairs is calculated and compared with the constant number of ion pairs of the previous NVT MC simulation.

In an orthorombic simulation box, we performed a series of NVT MC simulations for systems containing either $6,12,24$ or 48 pairs of monovalent salt ions of diameter $d_{+}=d_{-}=3 \AA$. The volume of the box is set to $V=(48 \AA) \times(41.57 \AA) \times(102 \AA)$ and the simulation is performed for $2 \times 10^{5} \mathrm{MC}$ cycles.

We remind that the chemical potential is expressed as:

$$
\begin{equation*}
\mu=\mu_{i d}+\mu_{e x} \tag{B.12}
\end{equation*}
$$

Table B. 3 - The number of ion pairs during NVT MC simulation is presented with $\mu_{e x}$ calculated using Widom insertion technique.

| salt pairs (NVT) | $\mu_{e x}(\mathrm{~kJ} / \mathrm{mol})$ |
| :--- | :---: |
| 6 | $-1.2988(+/-0.2445)$ |
| 12 | $-1.5826(+/-0.3157)$ |
| 24 | $-1.9705(+/-0.3984)$ |
| 48 | $-2.4364(+/-0.4833)$ |

The Widom insertion technique is used to determine $\mu_{e x}$ whereas $\mu_{i d}$ can be calculated analytically. The excess of energy is calculated every cycle to have a fair approximation of $\mu_{e x}$. The results are summarized in Table B. 3

We used the excess chemical potential $\mu_{e x}$ to calculate the total chemical potential $\mu$ and perform GCMC simulations for $2 \times 10^{5} \mathrm{MC}$ cycles. We kept the same orthorombic box and for each system, there is 48 salt pairs present at the beginning of the simulation.

We set the GCMC scheme such that there is the same probability to add/delete a salt pair or to displace an ion in the box.

After equilibration of the systems and insertion/deletion of ion pairs during the simulations, the average number of salt pairs in the box when the system is equilibrated is presented in Table

## B. 4

Table B. 4 - Comparison between the number of salt pairs during NVT MC simulations and the number of salt pairs in GCMC simulations for which the chemical potential has been calculated from the NVT MC simulations.

| salt pairs $(\mathrm{NVT})$ | salt pairs $(\mu \mathrm{VT})$ |
| :--- | :---: |
| 6 | $6.03(+/-2.61)$ |
| 12 | $11.97(+/-3.84)$ |
| 24 | $23.96(+/-4.46)$ |
| 48 | $48.31(+/-8.35)$ |

We found similar average number of salt pairs during the canonical and the grand canonical Monte Carlo simulations which validates our implementation of the Widom insertion technique to calculate the chemical potential.

## appendix $C$

## Monte Carlo error analysis
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We provide an estimation of the error associated to the calculation of the forces and the osmotic pressures presented in chapter 4 The Monte Carlo simulation method yields to approximate results and the accuracy depends on the number of values $N$ used to calculate the average of a given quantity $A$. The determination of the error is based on the calculation of the variance $\sigma^{2}$ defined as:

$$
\begin{equation*}
\sigma^{2}=\left\langle A^{2}\right\rangle-\langle A\rangle^{2} \tag{C.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\langle A\rangle=\frac{1}{N} \sum_{i=1}^{N} A_{i} \tag{C.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle A^{2}\right\rangle=\frac{1}{N} \sum_{i=1}^{N}\left(A_{i}\right)^{2} \tag{C.3}
\end{equation*}
$$

The standard deviation is given by the square root of the variance $\sqrt{\sigma^{2}}$. However, it is expected that the error decreases with the number of points $N$ which is not the case by using equation C.1 Instead, from a simulation where we extracted $N$ measures, we divide the set of measures into $L$ blocks containing $M=N / L$ measures and we compute the average for each block of size $M$ [208] so that:

$$
\begin{equation*}
\langle A\rangle_{k}=\frac{1}{M} \sum_{i=M *(k-1)+1}^{M * k} A_{i} \tag{C.4}
\end{equation*}
$$

where $k$ varies from 1 to $L$. We ensure that the size of the block are higher than the correlation length calculated by the autocorrelation function $\mathrm{c}(\mathrm{l})$ defined as:

$$
\begin{equation*}
c(l)=\frac{1}{N-l} \sum_{i=1}^{N-l}\left(A_{i}-\langle A\rangle\right)\left(A_{(i+l)}-\langle A\rangle\right) \tag{C.5}
\end{equation*}
$$

Finally the error $\Delta_{A}$ is calculated by computing the "standard deviation of the means" denoted by $\sigma_{M}$ :

$$
\begin{equation*}
\Delta_{A}=\sqrt{\sigma_{M}}=\sqrt{\left\langle I^{2}\right\rangle-\langle I\rangle^{2}} \tag{C.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\langle I\rangle=\frac{1}{L} \sum_{k=1}^{L}\langle A\rangle_{k} \tag{C.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle I^{2}\right\rangle=\frac{1}{L} \sum_{k=1}^{L}\langle A\rangle_{k}^{2} \tag{C.8}
\end{equation*}
$$

In the analysis, we have chosen $L=10$.

## C. 1 Effective force between a pair of DNA with counterions

We calculated the error associated with the calculation of effective force between a pair of parallel DNA molecules in presence of counterions of valency $\mathrm{q}=+1,+2,+3$ or $+4|\mathrm{e}|$ (see section 4.2 .2 .

The effective force writes as following:

$$
\begin{equation*}
\mathbf{F}=\mathbf{F}_{1}+\mathbf{F}_{2} \tag{C.9}
\end{equation*}
$$

The first term $\mathbf{F}_{1}$ is the direct Coulomb force exerted by each phosphate group of a DNA on the other phosphate groups of the other DNA:

$$
\begin{equation*}
\mathbf{F}_{1}=-\sum_{k=1}^{N_{p}}\left(\vec{\nabla}_{\mathbf{r}_{k}^{p}} \sum_{n=1}^{N_{p}} V_{p p}\left(\left|\mathbf{r}_{k}^{p}-\mathbf{r}_{n}^{p}\right|\right)\right) \tag{C.10}
\end{equation*}
$$

where $V_{i j}$ is the interaction potential as described in section 3.2.4. Given that the DNA are fixed during the simulation, this term has to be computed only once.

The second term $\mathbf{F}_{2}$ represents the Coulomb interactions between the counterions in the box and phosphate groups:

$$
\begin{equation*}
\mathbf{F}_{2}=-\sum_{k=1}^{N_{p}}\left(\left\langle\sum_{l=1}^{N_{c}} \vec{\nabla}_{\mathbf{r}_{k}^{p}} V_{p c}\left(\left|\mathbf{r}_{k}^{p}-\mathbf{r}_{l}^{c}\right|\right)\right\rangle\right) \tag{C.11}
\end{equation*}
$$

The force is calculated along the $O x$ axis of the simulation box:

$$
\begin{equation*}
F=\mathbf{F} \cdot \mathbf{e}_{x}=\left(\mathbf{F}_{1}+\mathbf{F}_{2}\right) \cdot \mathbf{e}_{x}=F_{1}+F_{2} \tag{C.12}
\end{equation*}
$$

The force are normalized by $F_{o}=k_{b} \mathrm{~T} / \mathrm{P}$ where P is the pitch of the DNA
Table C. 1 - Effective force exerted between the DNA pair in presence of 120 monovalent counterions. The data are gathered during $4 \times 10^{5} \mathrm{MC}$ cycles and the force is printed in a file every MC cycle to calculate statistics.

| $\ell(\AA)$ | $\mathrm{F} / \mathrm{F}_{o}(\mathrm{q}=+1)$ | $\mathrm{F}_{1} / \mathrm{F}_{o}(\mathrm{q}=+1)$ | $\mathrm{F}_{2} / \mathrm{F}_{o}(\mathrm{q}=+1)$ |
| :---: | :---: | :---: | :---: |
| 24 | $-22.1 \pm 4.3$ | $-192.2 \pm 0.0$ | $170.1 \pm 4.3$ |
| 26 | $-14.8 \pm 3.8$ | $-172.8 \pm 0.0$ | $158.0 \pm 3.8$ |
| 28 | $-9.7 \pm 3.4$ | $-152.7 \pm 0.0$ | $143.0 \pm 3.4$ |
| 30 | $-7.3 \pm 3.2$ | $-134.7 \pm 0.0$ | $127.4 \pm 3.2$ |
| 32 | $-5.7 \pm 3.3$ | $-118.3 \pm 0.0$ | $112.6 \pm 3.3$ |
| 34 | $-4.5 \pm 2.9$ | $-103.2 \pm 0.0$ | $98.7 \pm 2.9$ |
| 36 | $-3.6 \pm 2.7$ | $-89.1 \pm 0.0$ | $85.5 \pm 2.7$ |
| 38 | $-2.8 \pm 2.8$ | $-75.8 \pm 0.0$ | $73.0 \pm 2.8$ |
| 40 | $-2.5 \pm 2.6$ | $-63.2 \pm 0.0$ | $60.7 \pm 2.6$ |
| 42 | $-1.9 \pm 2.7$ | $-51.1 \pm 0.0$ | $49.2 \pm 2.7$ |
| 44 | $-1.4 \pm 2.5$ | $-39.3 \pm 0.0$ | $37.9 \pm 2.5$ |
| 46 | $-0.9 \pm 2.4$ | $-27.9 \pm 0.0$ | $27.0 \pm 2.4$ |
| 48 | $-0.5 \pm 2.2$ | $-16.6 \pm 0.0$ | $16.1 \pm 2.2$ |

Table C. 2 - Effective force exerted between the DNA pair in presence of 60 divalent counterions. The data are gathered during $4 \times 10^{5} \mathrm{MC}$ cycles and the force is printed in a file every MC cycle to calculate statistics.

| $\ell(\AA)$ | $\mathrm{F} / \mathrm{F}_{o}(\mathrm{q}=+2)$ | $\mathrm{F}_{1} / \mathrm{F}_{o}(\mathrm{q}=+2)$ | $\mathrm{F}_{2} / \mathrm{F}_{o}(\mathrm{q}=+2)$ |
| :---: | :---: | :---: | :---: |
| 24 | $6.4 \pm 5.2$ | $-192.2 \pm 0.0$ | $198.6 \pm 5.2$ |
| 26 | $6.2 \pm 4.4$ | $-172.8 \pm 0.0$ | $179.0 \pm 4.4$ |
| 28 | $3.4 \pm 4.1$ | $-152.7 \pm 0.0$ | $156.1 \pm 4.1$ |
| 30 | $1.5 \pm 3.6$ | $-134.7 \pm 0.0$ | $136.2 \pm 3.6$ |
| 32 | $0.9 \pm 3.5$ | $-118.3 \pm 0.0$ | $119.2 \pm 3.5$ |
| 34 | $0.6 \pm 3.7$ | $-103.2 \pm 0.0$ | $103.8 \pm 3.7$ |
| 36 | $0.4 \pm 3.2$ | $-89.1 \pm 0.0$ | $89.5 \pm 3.2$ |
| 38 | $0.3 \pm 2.9$ | $-75.8 \pm 0.0$ | $76.1 \pm 2.9$ |
| 40 | $0.1 \pm 3.0$ | $-63.2 \pm 0.0$ | $63.3 \pm 3.0$ |
| 42 | $0.0 \pm 2.8$ | $-51.1 \pm 0.0$ | $51.1 \pm 2.8$ |
| 44 | $0.1 \pm 2.6$ | $-39.3 \pm 0.0$ | $39.4 \pm 2.6$ |
| 46 | $0.0 \pm 2.7$ | $-27.9 \pm 0.0$ | $27.9 \pm 2.7$ |
| 48 | $-0.1 \pm 2.6$ | $-16.6 \pm 0.0$ | $16.5 \pm 2.6$ |

Table C. 3 - Effective force exerted between the DNA pair in presence of 40 trivalent counterions. The data are gathered during $4 \times 10^{5} \mathrm{MC}$ cycles and the force is printed in a file every MC cycle to calculate statistics.

| $\ell(\AA)$ | $\mathrm{F} / \mathrm{F}_{o}(\mathrm{q}=+3)$ | $\mathrm{F}_{1} / \mathrm{F}_{o}(\mathrm{q}=+3)$ | $\mathrm{F}_{2} / \mathrm{F}_{o}(\mathrm{q}=+3)$ |
| :---: | :---: | :---: | :---: |
| 24 | $21.5 \pm 4.6$ | $-192.2 \pm 0.0$ | $213.7 \pm 2.4$ |
| 26 | $14.5 \pm 4.1$ | $-172.8 \pm 0.0$ | $187.3 \pm 4.6$ |
| 28 | $7.3 \pm 3.6$ | $-152.7 \pm 0.0$ | $160.0 \pm 4.1$ |
| 30 | $4.1 \pm 3.8$ | $-134.7 \pm 0.0$ | $138.8 \pm 3.6$ |
| 32 | $2.0 \pm 3.1$ | $-118.3 \pm 0.0$ | $120.3 \pm 3.8$ |
| 34 | $1.4 \pm 3.2$ | $-103.2 \pm 0.0$ | $104.6 \pm 3.1$ |
| 36 | $0.5 \pm 3.0$ | $-89.1 \pm 0.0$ | $89.6 \pm 3.2$ |
| 38 | $1.0 \pm 2.7$ | $-75.8 \pm 0.0$ | $76.8 \pm 3.0$ |
| 40 | $0.4 \pm 3.8$ | $-63.2 \pm 0.0$ | $63.6 \pm 2.7$ |
| 42 | $0.0 \pm 2.6$ | $-51.1 \pm 0.0$ | $51.1 \pm 3.8$ |
| 44 | $0.2 \pm 2.7$ | $-39.3 \pm 0.0$ | $39.5 \pm 2.6$ |
| 46 | $0.1 \pm 2.5$ | $-27.9 \pm 0.0$ | $28.0 \pm 2.7$ |
| 48 | $0.2 \pm 2.4$ | $-16.6 \pm 0.0$ | $16.8 \pm 2.5$ |

Table C. 4 - Effective force exerted between the DNA pair in presence of 30 tetravalent counterions. The data are gathered during $4 \times 10^{5} \mathrm{MC}$ cycles and the force is printed in a file every MC cycle to calculate statistics.

| $\ell(\AA)$ | $\mathrm{F} / \mathrm{F}_{o}(\mathrm{q}=+4)$ | $\mathrm{F}_{1} / \mathrm{F}_{o}(\mathrm{q}=+4)$ | $\mathrm{F}_{2} / \mathrm{F}_{o}(\mathrm{q}=+4)$ |
| :---: | :---: | :---: | :---: |
| 24 | $44.3 \pm 5.7$ | $-192.2 \pm 0.0$ | $236.5 \pm 5.7$ |
| 26 | $25.2 \pm 5.4$ | $-172.8 \pm 0.0$ | $198.0 \pm 5.4$ |
| 28 | $10.7 \pm 5.6$ | $-152.7 \pm 0.0$ | $163.4 \pm 5.6$ |
| 30 | $5.7 \pm 5.2$ | $-134.7 \pm 0.0$ | $140.4 \pm 5.2$ |
| 32 | $3.5 \pm 4.9$ | $-118.3 \pm 0.0$ | $121.8 \pm 4.9$ |
| 34 | $1.2 \pm 4.7$ | $-103.2 \pm 0.0$ | $104.4 \pm 4.7$ |
| 36 | $1.2 \pm 4.8$ | $-89.1 \pm 0.0$ | $90.3 \pm 4.8$ |
| 38 | $0.1 \pm 4.2$ | $-75.8 \pm 0.0$ | $75.9 \pm 4.2$ |
| 40 | $0.9 \pm 4.3$ | $-63.2 \pm 0.0$ | $64.1 \pm 4.3$ |
| 42 | $0.5 \pm 3.9$ | $-51.1 \pm 0.0$ | $51.6 \pm 3.9$ |
| 44 | $0.0 \pm 3.7$ | $-39.3 \pm 0.0$ | $39.3 \pm 3.7$ |
| 46 | $0.3 \pm 3.4$ | $-27.9 \pm 0.0$ | $28.2 \pm 3.4$ |
| 48 | $0.0 \pm 3.3$ | $-16.6 \pm 0.0$ | $16.6 \pm 3.3$ |

## C. 2 Osmotic pressure in a hexagonal bundle of DNA condensed with counterions

We calculated the error associated with the calculation of osmotic pressure in a hexagonal bundle of DNA condensed with counterions of valency $\mathrm{q}=+1,+2,+3$ or $+4|\mathrm{e}|$ (see section 4.2.3).

The osmotic pressure writes:

$$
\begin{gather*}
\Pi=\Pi_{\text {ideal }}+\Pi_{\text {electrostatics }}  \tag{C.13}\\
\Pi=\frac{N k_{b} T}{V^{\prime}}+\frac{1}{3 V^{\prime}} \sum_{i<j} \mathbf{r}_{i j} \mathbf{F}_{i j} \tag{C.14}
\end{gather*}
$$

where $V^{\prime}$ is the accessible volume to the free ions.

Table C. 5 - Osmotic pressure calculated in a hexagonal bundle of DNA with counterions of different valency $\mathrm{q}=+1,+2,+3$ or $+4|\mathrm{e}|$ corresponding respectively to a number of $240,120,80$ and 60 counterions in the bundle. The diameter of the counterions is $\mathrm{d}_{c}=1 \AA$. The data are gathered during $4 \times 10^{5} \mathrm{MC}$ cycles to calculate statistics.

| $\ell(\AA)$ | $\Pi($ atm. $)(\mathrm{q}=+1)$ | $\Pi(\mathrm{atm}).(\mathrm{q}=+2)$ | $\Pi(\mathrm{atm}).(\mathrm{q}=+3)$ | $\Pi(\mathrm{atm}).(\mathrm{q}=+4)$ |
| :---: | :---: | :---: | :---: | :---: |
| 24 | $(1.909 \pm 0.072)$ | $(-2.226 \pm 0.101)$ | $(-4.582 \pm 0.114)$ | $(-6.205 \pm 0.113)$ |
| 26 | $(1.747 \pm 0.062)$ | $(-1.747 \pm 0.089)$ | $(-3.732 \pm 0.097)$ | $(-5.019 \pm 0.986)$ |
| 28 | $(1.595 \pm 0.054)$ | $(-1.437 \pm 0.080)$ | $(-3.176 \pm 0.085)$ | $(-4.274 \pm 0.851)$ |
| 30 | $(1.462 \pm 0.049)$ | $(-1.185 \pm 0.071)$ | $(-2.752 \pm 0.072)$ | $(-3.685 \pm 0.724)$ |
| 32 | $(1.339 \pm 0.042)$ | $(-1.020 \pm 0.065)$ | $(-2.401 \pm 0.066)$ | $(-3.226 \pm 0.593)$ |
| 34 | $(1.216 \pm 0.039)$ | $(-0.886 \pm 0.057)$ | $(-2.129 \pm 0.059)$ | $(-2.858 \pm 0.514)$ |
| 36 | $(1.121 \pm 0.034)$ | $(-0.775 \pm 0.051)$ | $(-1.896 \pm 0.051)$ | $(-2.544 \pm 0.467)$ |
| 38 | $(1.031 \pm 0.031)$ | $(-0.685 \pm 0.047)$ | $(-1.698 \pm 0.045)$ | $(-2.271 \pm 0.406)$ |
| 40 | $(0.949 \pm 0.028)$ | $(-0.604 \pm 0.042)$ | $(-1.531 \pm 0.042)$ | $(-2.058 \pm 0.355)$ |
| 42 | $(0.876 \pm 0.027)$ | $(-0.546 \pm 0.038)$ | $(-1.386 \pm 0.040)$ | $(-1.857 \pm 0.314)$ |
| 44 | $(0.809 \pm 0.024)$ | $(-0.495 \pm 0.035)$ | $(-1.263 \pm 0.035)$ | $(-1.689 \pm 0.294)$ |
| 46 | $(0.748 \pm 0.022)$ | $(-0.445 \pm 0.033)$ | $(-1.151 \pm 0.031)$ | $(-1.545 \pm 0.256)$ |
| 48 | $(0.699 \pm 0.021)$ | $(-0.408 \pm 0.030)$ | $(-1.058 \pm 0.029)$ | $(-1.419 \pm 0.240)$ |
| 50 | $(0.650 \pm 0.019)$ | $(-0.369 \pm 0.029)$ | $(-0.972 \pm 0.026)$ | $(-1.310 \pm 0.218)$ |
| 52 | $(0.607 \pm 0.017)$ | $(-0.338 \pm 0.025)$ | $(-0.900 \pm 0.024)$ | $(-1.209 \pm 0.202)$ |
| 54 | $(0.568 \pm 0.017)$ | $(-0.311 \pm 0.024)$ | $(-0.834 \pm 0.023)$ | $(-1.120 \pm 0.183)$ |
| 56 | $(0.533 \pm 0.015)$ | $(-0.288 \pm 0.022)$ | $(-0.775 \pm 0.022)$ | $(-1.042 \pm 0.171)$ |
| 58 | $(0.501 \pm 0.013)$ | $(-0.265 \pm 0.020)$ | $(-0.721 \pm 0.020)$ | $(-0.966 \pm 0.162)$ |
| 60 | $(0.472 \pm 0.014)$ | $(-0.248 \pm 0.019)$ | $(-0.672 \pm 0.018)$ | $(-0.910 \pm 0.144)$ |
| 62 | $(0.446 \pm 0.013)$ | $(-0.228 \pm 0.018)$ | $(-0.630 \pm 0.017)$ | $(-0.851 \pm 0.143)$ |
| 64 | $(0.421 \pm 0.012)$ | $(-0.214 \pm 0.017)$ | $(-0.592 \pm 0.016)$ | $(-0.799 \pm 0.129)$ |
| 66 | $(0.398 \pm 0.011)$ | $(-0.198 \pm 0.015)$ | $(-0.553 \pm 0.015)$ | $(-0.748 \pm 0.121)$ |
| 68 | $(0.378 \pm 0.011)$ | $(-0.185 \pm 0.015)$ | $(-0.524 \pm 0.014)$ | $(-0.705 \pm 0.115)$ |
| 70 | $(0.358 \pm 0.010)$ | $(-0.175 \pm 0.014)$ | $(-0.491 \pm 0.013)$ | $(-0.668 \pm 0.110)$ |
| 72 | $(0.341 \pm 0.009)$ | $(-0.167 \pm 0.013)$ | $(-0.467 \pm 0.013)$ | $(-0.626 \pm 0.106)$ |
| 74 | $(0.323 \pm 0.009)$ | $(-0.155 \pm 0.013)$ | $(-0.442 \pm 0.012)$ | $(-0.596 \pm 0.096)$ |

Table C. 6 - Osmotic pressure calculated in a hexagonal bundle of DNA with divalent counterions ( $\times 120$ counterions in the bundle). The diameter of the counterions is varied from $\mathrm{d}_{c}=1,2,4$ and $6 \AA$. The data are gathered during $4 \times 10^{5} \mathrm{MC}$ cycles to calculate statistics.

| $\ell(\AA)$ | $\Pi($ atm. $)\left(\mathrm{d}_{c}=0 \AA\right)$ | $\Pi(\mathrm{atm}).\left(\mathrm{d}_{c}=1 \AA\right)$ | $\Pi(\mathrm{atm}).\left(\mathrm{d}_{c}=4 \AA\right)$ | $\Pi(\mathrm{atm}).\left(\mathrm{d}_{c}=6 \AA\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 24 | $(-2.757 \pm 0.116)$ | $(-2.226 \pm 0.101)$ | $(-1.145 \pm 0.077)$ | $(-0.870 \pm 0.060)$ |
| 26 | $(-2.252 \pm 0.104)$ | $(-1.747 \pm 0.089)$ | $(-0.830 \pm 0.064)$ | $(-0.599 \pm 0.055)$ |
| 28 | $(-1.896 \pm 0.089)$ | $(-1.437 \pm 0.080)$ | $(-0.581 \pm 0.055)$ | $(-0.395 \pm 0.049)$ |
| 30 | $(-1.602 \pm 0.082)$ | $(-1.185 \pm 0.071)$ | $(-0.413 \pm 0.047)$ | $(-0.230 \pm 0.043)$ |
| 32 | $(-1.387 \pm 0.072)$ | $(-1.020 \pm 0.065)$ | $(-0.312 \pm 0.042)$ | $(-0.130 \pm 0.039)$ |
| 34 | $(-1.219 \pm 0.064)$ | $(-0.886 \pm 0.057)$ | $(-0.246 \pm 0.037)$ | $(-0.086 \pm 0.035)$ |
| 36 | $(-1.070 \pm 0.059)$ | $(-0.775 \pm 0.051)$ | $(-0.195 \pm 0.034)$ | $(-0.036 \pm 0.032)$ |
| 38 | $(-0.952 \pm 0.052)$ | $(-0.685 \pm 0.047)$ | $(-0.155 \pm 0.031)$ | $(-0.014 \pm 0.030)$ |
| 40 | $(-0.855 \pm 0.048)$ | $(-0.604 \pm 0.042)$ | $(-0.133 \pm 0.028)$ | $(0.003 \pm 0.026)$ |
| 42 | $(-0.766 \pm 0.044)$ | $(-0.546 \pm 0.038)$ | $(-0.113 \pm 0.026)$ | $(0.021 \pm 0.025)$ |
| 44 | $(-0.695 \pm 0.041)$ | $(-0.495 \pm 0.035)$ | $(-0.094 \pm 0.024)$ | $(0.016 \pm 0.023)$ |
| 46 | $(-0.624 \pm 0.036)$ | $(-0.445 \pm 0.033)$ | $(-0.084 \pm 0.021)$ | $(0.018 \pm 0.020)$ |
| 48 | $(-0.573 \pm 0.033)$ | $(-0.408 \pm 0.030)$ | $(-0.072 \pm 0.020)$ | $(0.025 \pm 0.019)$ |
| 50 | $(-0.529 \pm 0.030)$ | $(-0.369 \pm 0.029)$ | $(-0.062 \pm 0.018)$ | $(0.025 \pm 0.017)$ |
| 52 | $(-0.478 \pm 0.029)$ | $(-0.338 \pm 0.025)$ | $(-0.055 \pm 0.017)$ | $(0.026 \pm 0.017)$ |
| 54 | $(-0.446 \pm 0.029)$ | $(-0.311 \pm 0.024)$ | $(-0.046 \pm 0.016)$ | $(0.026 \pm 0.014)$ |
| 56 | $(-0.409 \pm 0.025)$ | $(-0.288 \pm 0.022)$ | $(-0.040 \pm 0.015)$ | $(0.030 \pm 0.014)$ |
| 58 | $(-0.379 \pm 0.023)$ | $(-0.265 \pm 0.020)$ | $(-0.036 \pm 0.014)$ | $(0.029 \pm 0.013)$ |
| 60 | $(-0.353 \pm 0.022)$ | $(-0.248 \pm 0.019)$ | $(-0.031 \pm 0.013)$ | $(0.028 \pm 0.012)$ |
| 62 | $(-0.329 \pm 0.021)$ | $(-0.228 \pm 0.018)$ | $(-0.028 \pm 0.012)$ | $(0.029 \pm 0.012)$ |
| 64 | $(-0.309 \pm 0.018)$ | $(-0.214 \pm 0.017)$ | $(-0.026 \pm 0.012)$ | $(0.029 \pm 0.011)$ |
| 66 | $(-0.287 \pm 0.018)$ | $(-0.198 \pm 0.015)$ | $(-0.023 \pm 0.011)$ | $(0.028 \pm 0.010)$ |
| 68 | $(-0.270 \pm 0.017)$ | $(-0.185 \pm 0.015)$ | $(-0.020 \pm 0.009)$ | $(0.028 \pm 0.010)$ |
| 70 | $(-0.255 \pm 0.016)$ | $(-0.175 \pm 0.014)$ | $(-0.018 \pm 0.009)$ | $(0.028 \pm 0.009)$ |
| 72 | $(-0.240 \pm 0.015)$ | $(-0.167 \pm 0.013)$ | $(-0.015 \pm 0.009)$ | $(0.028 \pm 0.009)$ |
| 74 | $(-0.226 \pm 0.013)$ | $(-0.155 \pm 0.013)$ | $(-0.013 \pm 0.008)$ | $(0.027 \pm 0.009)$ |

## C. 3 Effective force between a pair of DNA with AuNPs

We calculated the error associated with the calculation of effective forces between a pair of parallel DNA in presence of AuNPs (see section 4.3.4).

The effective force writes as following:

$$
\begin{equation*}
\mathbf{F}=\mathbf{F}_{1}+\mathbf{F}_{2}+\mathbf{F}_{3}+\mathbf{F}_{4} \tag{C.15}
\end{equation*}
$$

The first term $\mathbf{F}_{1}$ is the direct Coulomb force exerted by each phosphate group of a DNA on the other phosphate groups of the other DNA:

$$
\begin{equation*}
\mathbf{F}_{1}=-\sum_{k=1}^{N_{p}}\left(\vec{\nabla}_{\mathbf{r}_{k}^{p}} \sum_{n=1}^{N_{p}} V_{p p}\left(\left|\mathbf{r}_{k}^{p}-\mathbf{r}_{n}^{p}\right|\right)\right) \tag{C.16}
\end{equation*}
$$

where $V_{i j}$ is the interaction potential as described in section 3.2.4. Given that the DNA are fixed during the simulation, this term has to be computed only once.

The second term $\mathbf{F}_{2}$ represents the Coulomb interaction between the DNA phosphate groups and the positive DNA counterions:

$$
\begin{equation*}
\mathbf{F}_{2}=-\sum_{k=1}^{N_{p}}\left(\left\langle\sum_{l=1}^{N_{c_{+}}} \vec{\nabla}_{\mathbf{r}_{k}^{p}} V_{p c_{+}}\left(\left|\mathbf{r}_{k}^{p}-\mathbf{r}_{l}^{c_{+}}\right|\right)\right\rangle\right) \tag{C.17}
\end{equation*}
$$

The third term $\mathbf{F}_{3}$ represents the Coulomb interactions between the DNA phosphate groups and the negative AuNP co-ions:

$$
\begin{equation*}
\mathbf{F}_{3}=-\sum_{k=1}^{N_{p}}\left(\left\langle\sum_{l=1}^{N_{c_{-}}} \vec{\nabla}_{\mathbf{r}_{k}^{p}} V_{p c_{-}}\left(\left|\mathbf{r}_{k}^{p}-\mathbf{r}_{l}^{c_{-}}\right|\right)\right\rangle\right) \tag{C.18}
\end{equation*}
$$

The fourth term $\mathbf{F}_{4}$ represents the Coulomb interactions between the DNA phosphate groups and the charges carried by the AuNPs:

$$
\begin{equation*}
\mathbf{F}_{4}=-\sum_{k=1}^{N_{p}}\left(\left\langle\sum_{l=1}^{N_{n+}} \vec{\nabla}_{\mathbf{r}_{k}^{p}} V_{p n_{+}}\left(\left|\mathbf{r}_{k}^{p}-\mathbf{r}_{l}^{n_{+}}\right|\right)\right\rangle\right) \tag{C.19}
\end{equation*}
$$

The forces are calculated along the $O x$ axis of the simulation box in the following way:

$$
\begin{equation*}
F=\mathbf{F} \cdot \mathbf{e}_{x}=\left(\mathbf{F}_{1}+\mathbf{F}_{2}+\mathbf{F}_{3}+\mathbf{F}_{4}\right) \cdot \mathbf{e}_{x}=F_{1}+F_{2}+F_{3}+F_{4} \tag{C.20}
\end{equation*}
$$

The force is normalized by a force $F_{o}=k_{b} \mathrm{~T} / \mathrm{P}$ where P is the pitch of the DNA.

Table C. 7 - Effective force exerted between the DNA pair in presence of 6 -AuNPs at $R_{+/-}=0.50$ corresponding to $\times 20$ nanoparticles in the system. There is also $\times 240$ DNA positive monovalent counterions and $\times 120$ negative monovalent AuNP co-ions. The data are gathered during $\times 10^{6} \mathrm{MC}$ cycles and the force is printed in a file every MC cycle to calculate statistics.

| $\ell(\AA)$ | $\mathrm{F} / \mathrm{F}_{o}$ | $\mathrm{~F}_{1} / \mathrm{F}_{o}$ | $\mathrm{~F}_{2} / \mathrm{F}_{o}$ | $\mathrm{~F}_{3} / \mathrm{F}_{o}$ | $\mathrm{~F}_{4} / \mathrm{F}_{o}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 24 | $-22.9 \pm 4.9$ | $-229.6 \pm 0.0$ | $99.2 \pm 23.6$ | $3.2 \pm 0.1$ | $104.1 \pm 48.5$ |
| 30 | $15.9 \pm 12.8$ | $-178.0 \pm 0.0$ | $37.0 \pm 26.8$ | $3.6 \pm 0.1$ | $153.2 \pm 77.7$ |
| 36 | $14.6 \pm 3.5$ | $-143.5 \pm 0.0$ | $35.1 \pm 10.4$ | $4.3 \pm 0.2$ | $118.6 \pm 24.9$ |
| 42 | $4.6 \pm 1.6$ | $-117.9 \pm 0.0$ | $39.6 \pm 4.7$ | $4.0 \pm 0.3$ | $78.7 \pm 11.1$ |
| 48 | $2.9 \pm 1.8$ | $-97.8 \pm 0.0$ | $35.5 \pm 7.6$ | $3.6 \pm 0.3$ | $61.4 \pm 14.6$ |
| 54 | $0.3 \pm 4.0$ | $-81.4 \pm 0.0$ | $32.5 \pm 9.8$ | $3.2 \pm 0.8$ | $45.8 \pm 22.0$ |
| 60 | $0.7 \pm 3.6$ | $-67.5 \pm 0.0$ | $27.5 \pm 6.0$ | $2.7 \pm 0.9$ | $37.9 \pm 21.2$ |
| 66 | $0.0 \pm 2.9$ | $-55.4 \pm 0.0$ | $24.6 \pm 9.0$ | $2.8 \pm 0.5$ | $27.8 \pm 22.1$ |
| 72 | $-0.7 \pm 5.5$ | $-44.6 \pm 0.0$ | $19.9 \pm 14.6$ | $1.8 \pm 1.2$ | $22.1 \pm 40.8$ |
| 78 | $0.2 \pm 3.4$ | $-34.7 \pm 0.0$ | $14.7 \pm 12.6$ | $1.9 \pm 1.8$ | $18.2 \pm 22.2$ |
| 84 | $1.2 \pm 3.2$ | $-25.5 \pm 0.0$ | $9.0 \pm 6.5$ | $0.7 \pm 1.7$ | $16.9 \pm 24.8$ |
| 90 | $0.6 \pm 3.8$ | $-16.8 \pm 0.0$ | $7.2 \pm 6.2$ | $0.5 \pm 0.9$ | $9.6 \pm 23.8$ |
| 96 | $-0.3 \pm 4.9$ | $-8.3 \pm 0.0$ | $2.9 \pm 16.8$ | $0.7 \pm 1.7$ | $4.4 \pm 45.4$ |

Table C. 8 - Effective force exerted between the DNA pair in presence of 6 -AuNPs at $R_{+/-}=$ 1.00 corresponding to $\times 40$ nanoparticles in the system without small ions. The data are gathered during $\times 10^{6} \mathrm{MC}$ cycles and the force is printed in a file every MC cycle to calculate statistics.

| $\ell(\AA)$ | $\mathrm{F} / \mathrm{F}_{o}$ | $\mathrm{~F}_{1} / \mathrm{F}_{o}$ | $\mathrm{~F}_{2} / \mathrm{F}_{o}$ | $\mathrm{~F}_{3} / \mathrm{F}_{o}$ | $\mathrm{~F}_{4} / \mathrm{F}_{o}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 24 | $-62.7 \pm 1.0$ | $-229.6 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $166.9 \pm 1.0$ |
| 30 | $10.3 \pm 0.7$ | $-178.0 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $188.3 \pm 0.7$ |
| 36 | $10.5 \pm 0.2$ | $-143.5 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $154.0 \pm 0.2$ |
| 42 | $1.9 \pm 0.2$ | $-117.9 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $119.7 \pm 0.2$ |
| 48 | $0.2 \pm 0.6$ | $-97.8 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $98.0 \pm 0.6$ |
| 54 | $-0.3 \pm 0.2$ | $-81.4 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $81.1 \pm 0.2$ |
| 60 | $0.0 \pm 0.5$ | $-67.5 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $67.6 \pm 0.5$ |
| 66 | $-0.1 \pm 0.5$ | $-55.4 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $55.3 \pm 0.5$ |
| 72 | $-0.2 \pm 0.3$ | $-44.6 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $44.5 \pm 0.3$ |
| 78 | $0.0 \pm 0.1$ | $-34.7 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $34.8 \pm 0.1$ |
| 84 | $0.2 \pm 0.2$ | $-25.5 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $25.7 \pm 0.2$ |
| 90 | $0.1 \pm 0.1$ | $-16.8 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $16.9 \pm 0.1$ |
| 96 | $0.0 \pm 0.4$ | $-8.3 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $8.3 \pm 0.4$ |

Table C. 9 - Effective force exerted between the DNA pair in presence of 6 -AuNPs at $R_{+/-}=1.00$ corresponding to $\times 40$ nanoparticles in the system. There is also $\times 240$ DNA positive monovalent counterions and $\times 240$ negative monovalent AuNP co-ions. The data are gathered during $\times 10^{6} \mathrm{MC}$ cycles and the force is printed in a file every MC cycle to calculate statistics.

| $\ell(\AA)$ | $\mathrm{F} / \mathrm{F}_{o}$ | $\mathrm{~F}_{1} / \mathrm{F}_{o}$ | $\mathrm{~F}_{2} / \mathrm{F}_{o}$ | $\mathrm{~F}_{3} / \mathrm{F}_{o}$ | $\mathrm{~F}_{4} / \mathrm{F}_{o}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 24 | $-38.9 \pm 1.7$ | $-229.6 \pm 0.0$ | $63.0 \pm 4.9$ | $5.4 \pm 0.1$ | $122.3 \pm 6.0$ |
| 30 | $9.1 \pm 0.5$ | $-178.0 \pm 0.0$ | $13.7 \pm 0.5$ | $5.5 \pm 0.2$ | $167.9 \pm 1.3$ |
| 36 | $8.4 \pm 0.4$ | $-143.5 \pm 0.0$ | $14.7 \pm 1.0$ | $3.8 \pm 0.2$ | $133.3 \pm 2.7$ |
| 42 | $0.5 \pm 0.6$ | $-117.9 \pm 0.0$ | $16.1 \pm 0.8$ | $1.4 \pm 0.3$ | $100.8 \pm 1.7$ |
| 48 | $-1.2 \pm 0.5$ | $-97.8 \pm 0.0$ | $14.2 \pm 1.4$ | $-0.3 \pm 0.3$ | $82.7 \pm 3.5$ |
| 54 | $-0.9 \pm 0.5$ | $-81.4 \pm 0.0$ | $11.4 \pm 0.7$ | $-1.0 \pm 0.9$ | $70.0 \pm 3.4$ |
| 60 | $-0.8 \pm 0.6$ | $-67.5 \pm 0.0$ | $9.9 \pm 1.3$ | $-1.4 \pm 0.8$ | $58.3 \pm 4.3$ |
| 66 | $-0.4 \pm 0.2$ | $-55.4 \pm 0.0$ | $6.6 \pm 0.6$ | $-1.5 \pm 0.5$ | $49.9 \pm 0.5$ |
| 72 | $-0.3 \pm 0.3$ | $-44.6 \pm 0.0$ | $6.1 \pm 1.6$ | $-1.5 \pm 1.4$ | $39.6 \pm 3.0$ |
| 78 | $-0.1 \pm 0.3$ | $-34.7 \pm 0.0$ | $4.3 \pm 0.9$ | $-0.9 \pm 0.3$ | $31.4 \pm 2.2$ |
| 84 | $-0.1 \pm 0.4$ | $-25.5 \pm 0.0$ | $2.9 \pm 1.7$ | $-0.8 \pm 0.8$ | $23.4 \pm 2.3$ |
| 90 | $0.0 \pm 0.3$ | $-16.8 \pm 0.0$ | $2.1 \pm 0.8$ | $-0.5 \pm 1.1$ | $15.3 \pm 2.7$ |
| 96 | $0.4 \pm 0.6$ | $-8.3 \pm 0.0$ | $-0.3 \pm 1.0$ | $-0.1 \pm 0.4$ | $9.1 \pm 2.7$ |

Table C. 10 - Effective force exerted between the DNA pair in presence of 6 -AuNPs at $R_{+/-}=1.50$ corresponding to $\times 60$ nanoparticles in the system. There is also $\times 240$ DNA positive monovalent counterions and $\times 360$ negative monovalent AuNP co-ions. The data are gathered during $\times 10^{6} \mathrm{MC}$ cycles and the force is printed in a file every MC cycle to calculate statistics.

| $\ell(\AA)$ | $\mathrm{F} / \mathrm{F}_{o}$ | $\mathrm{~F}_{1} / \mathrm{F}_{o}$ | $\mathrm{~F}_{2} / \mathrm{F}_{o}$ | $\mathrm{~F}_{3} / \mathrm{F}_{o}$ | $\mathrm{~F}_{4} / \mathrm{F}_{o}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 24 | $-42.4 \pm 0.9$ | $-229.6 \pm 0.0$ | $54.3 \pm 3.2$ | $8.1 \pm 0.1$ | $124.8 \pm 1.4$ |
| 30 | $8.0 \pm 0.5$ | $-178.0 \pm 0.0$ | $10.1 \pm 1.0$ | $7.6 \pm 0.1$ | $168.3 \pm 1.6$ |
| 36 | $7.3 \pm 0.6$ | $-143.5 \pm 0.0$ | $10.2 \pm 0.8$ | $4.3 \pm 0.4$ | $136.3 \pm 2.2$ |
| 42 | $-0.6 \pm 0.3$ | $-117.9 \pm 0.0$ | $12.2 \pm 0.5$ | $1.1 \pm 0.2$ | $104.0 \pm 0.6$ |
| 48 | $-1.6 \pm 0.3$ | $-97.8 \pm 0.0$ | $9.8 \pm 1.1$ | $-1.3 \pm 0.4$ | $87.7 \pm 1.9$ |
| 54 | $-1.4 \pm 0.6$ | $-81.4 \pm 0.0$ | $8.1 \pm 1.0$ | $-3.4 \pm 0.5$ | $75.3 \pm 3.2$ |
| 60 | $-0.9 \pm 0.3$ | $-67.5 \pm 0.0$ | $6.0 \pm 0.4$ | $-2.8 \pm 0.9$ | $63.3 \pm 2.5$ |
| 66 | $-0.2 \pm 0.1$ | $-55.4 \pm 0.0$ | $4.7 \pm 0.7$ | $-3.6 \pm 1.4$ | $54.0 \pm 2.1$ |
| 72 | $-0.1 \pm 0.2$ | $-44.6 \pm 0.0$ | $2.5 \pm 1.3$ | $-2.6 \pm 1.8$ | $44.6 \pm 3.6$ |
| 78 | $0.0 \pm 0.7$ | $-34.7 \pm 0.0$ | $1.5 \pm 0.6$ | $-2.7 \pm 1.0$ | $35.9 \pm 5.0$ |
| 84 | $-0.1 \pm 0.5$ | $-25.5 \pm 0.0$ | $1.1 \pm 0.6$ | $-1.2 \pm 1.5$ | $25.6 \pm 1.8$ |
| 90 | $-0.1 \pm 0.4$ | $-16.8 \pm 0.0$ | $1.3 \pm 1.3$ | $-0.8 \pm 0.6$ | $16.2 \pm 2.2$ |
| 96 | $-0.2 \pm 0.1$ | $-8.3 \pm 0.0$ | $0.3 \pm 0.4$ | $-0.2 \pm 1.1$ | $8.0 \pm 0.2$ |

Table C. 11 - Effective force exerted between the DNA pair in presence of 12 -AuNPs at $R_{+/-}=0.50$ corresponding to $\times 10$ nanoparticles in the system. There is also $\times 240$ DNA positive monovalent counterions and $\times 120$ negative monovalent AuNP co-ions. The data are gathered during $\times 10^{6} \mathrm{MC}$ cycles and the force is printed in a file every MC cycle to calculate statistics.

| $\ell(\AA)$ | $\mathrm{F} / \mathrm{F}_{o}$ | $\mathrm{~F}_{1} / \mathrm{F}_{o}$ | $\mathrm{~F}_{2} / \mathrm{F}_{o}$ | $\mathrm{~F}_{3} / \mathrm{F}_{o}$ | $\mathrm{~F}_{4} / \mathrm{F}_{o}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 24 | $8.7 \pm 63.4$ | $-229.6 \pm 0.0$ | $56.7 \pm 128.6$ | $1.9 \pm 0.4$ | $179.7 \pm 393.2$ |
| 30 | $52.1 \pm 114.9$ | $-178.0 \pm 0.0$ | $15.3 \pm 101.7$ | $3.5 \pm 0.3$ | $211.7 \pm 444.2$ |
| 36 | $35.6 \pm 112.1$ | $-143.5 \pm 0.0$ | $18.6 \pm 89.4$ | $4.2 \pm 0.6$ | $156.3 \pm 428.6$ |
| 42 | $19.8 \pm 27.3$ | $-117.9 \pm 0.0$ | $22.4 \pm 27.3$ | $2.4 \pm 0.7$ | $112.8 \pm 122.5$ |
| 48 | $11.2 \pm 16.1$ | $-97.8 \pm 0.0$ | $28.2 \pm 26.4$ | $1.5 \pm 0.7$ | $79.2 \pm 94.2$ |
| 54 | $4.9 \pm 13.8$ | $-81.4 \pm 0.0$ | $29.8 \pm 19.9$ | $1.7 \pm 0.3$ | $54.7 \pm 74.1$ |
| 60 | $3.7 \pm 19.9$ | $-67.5 \pm 0.0$ | $25.7 \pm 23.9$ | $1.3 \pm 1.0$ | $44.1 \pm 80.6$ |
| 66 | $2.3 \pm 17.2$ | $-55.4 \pm 0.0$ | $22.9 \pm 17.4$ | $1.3 \pm 1.0$ | $33.6 \pm 84.5$ |
| 72 | $0.8 \pm 34.8$ | $-44.6 \pm 0.0$ | $19.5 \pm 37.1$ | $1.5 \pm 0.9$ | $24.4 \pm 78.8$ |
| 78 | $2.9 \pm 45.6$ | $-34.7 \pm 0.0$ | $13.1 \pm 47.9$ | $0.5 \pm 2.1$ | $24.0 \pm 90.9$ |
| 84 | $-0.5 \pm 26.9$ | $-25.5 \pm 0.0$ | $12.4 \pm 31.0$ | $1.2 \pm 1.3$ | $11.4 \pm 84.3$ |
| 90 | $4.1 \pm 26.0$ | $-16.8 \pm 0.0$ | $3.4 \pm 29.4$ | $-0.3 \pm 1.9$ | $17.8 \pm 74.3$ |
| 96 | $-0.9 \pm 19.8$ | $-8.3 \pm 0.0$ | $4.6 \pm 20.7$ | $0.5 \pm 0.7$ | $2.3 \pm 76.8$ |

Table C. 12 - Effective force exerted between the DNA pair in presence of 12 -AuNPs at $R_{+/-}=$ 1.00 corresponding to $\times 20$ nanoparticles in the system without small ions. The data are gathered during $\times 10^{6} \mathrm{MC}$ cycles and the force is printed in a file every MC cycle to calculate statistics.

| $\ell(\AA)$ | $\mathrm{F} / \mathrm{F}_{o}$ | $\mathrm{~F}_{1} / \mathrm{F}_{o}$ | $\mathrm{~F}_{2} / \mathrm{F}_{o}$ | $\mathrm{~F}_{3} / \mathrm{F}_{o}$ | $\mathrm{~F}_{4} / \mathrm{F}_{o}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 24 | $-15.1 \pm 18.0$ | $-229.6 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $214.5 \pm 18.0$ |
| 30 | $62.1 \pm 15.3$ | $-178.0 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $240.1 \pm 15.3$ |
| 36 | $7.0 \pm 17.4$ | $-143.5 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $150.5 \pm 17.4$ |
| 42 | $-3.3 \pm 30.1$ | $-117.9 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $114.6 \pm 30.1$ |
| 48 | $-3.5 \pm 50.4$ | $-97.8 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $94.3 \pm 50.4$ |
| 54 | $-5.5 \pm 30.6$ | $-81.4 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $75.9 \pm 30.6$ |
| 60 | $-4.4 \pm 28.4$ | $-67.5 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $63.1 \pm 28.4$ |
| 66 | $-1.5 \pm 32.0$ | $-55.4 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $53.9 \pm 32.0$ |
| 72 | $1.3 \pm 21.7$ | $-44.6 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $45.9 \pm 21.7$ |
| 78 | $0.9 \pm 11.1$ | $-34.7 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $35.7 \pm 11.1$ |
| 84 | $-1.0 \pm 13.5$ | $-25.5 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $24.5 \pm 13.5$ |
| 90 | $0.3 \pm 10.1$ | $-16.8 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $17.1 \pm 10.1$ |
| 96 | $-0.9 \pm 12.1$ | $-8.3 \pm 0.0$ | $0.0 \pm 0.0$ | $0.0 \pm 0.0$ | $7.4 \pm 12.1$ |

Table C. 13 - Effective force exerted between the DNA pair in presence of 12 -AuNPs at $R_{+/-}=1.00$ corresponding to $\times 20$ nanoparticles in the system. There is also $\times 240$ DNA positive monovalent counterions and $\times 240$ negative monovalent AuNP co-ions. The data are gathered during $\times 10^{6} \mathrm{MC}$ cycles and the force is printed in a file every MC cycle to calculate statistics.

| $\ell(\AA)$ | $\mathrm{F} / \mathrm{F}_{o}$ | $\mathrm{~F}_{1} / \mathrm{F}_{o}$ | $\mathrm{~F}_{2} / \mathrm{F}_{o}$ | $\mathrm{~F}_{3} / \mathrm{F}_{o}$ | $\mathrm{~F}_{4} / \mathrm{F}_{o}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 24 | $-13.8 \pm 32.9$ | $-229.6 \pm 0.0$ | $18.0 \pm 9.4$ | $4.3 \pm 2.1$ | $193.4 \pm 98.5$ |
| 30 | $35.3 \pm 148.6$ | $-178.0 \pm 0.0$ | $3.3 \pm 37.4$ | $3.9 \pm 8.7$ | $206.2 \pm 113.2$ |
| 36 | $14.2 \pm 18.7$ | $-143.5 \pm 0.0$ | $9.8 \pm 7.4$ | $5.1 \pm 1.7$ | $142.8 \pm 66.2$ |
| 42 | $-4.0 \pm 4.4$ | $-117.9 \pm 0.0$ | $14.8 \pm 1.7$ | $-0.6 \pm 0.9$ | $99.6 \pm 16.0$ |
| 48 | $-4.5 \pm 3.5$ | $-97.8 \pm 0.0$ | $15.2 \pm 2.7$ | $-4.0 \pm 2.0$ | $82.1 \pm 20.2$ |
| 54 | $-4.3 \pm 4.2$ | $-81.4 \pm 0.0$ | $12.9 \pm 5.6$ | $-4.7 \pm 1.5$ | $68.9 \pm 26.3$ |
| 60 | $-1.9 \pm 4.3$ | $-67.5 \pm 0.0$ | $10.6 \pm 3.8$ | $-5.3 \pm 2.1$ | $60.2 \pm 23.9$ |
| 66 | $-1.4 \pm 6.6$ | $-55.4 \pm 0.0$ | $8.1 \pm 4.6$ | $-4.9 \pm 1.7$ | $50.9 \pm 30.1$ |
| 72 | $-1.7 \pm 5.0$ | $-44.6 \pm 0.0$ | $6.3 \pm 2.5$ | $-3.5 \pm 2.5$ | $40.1 \pm 18.8$ |
| 78 | $-1.6 \pm 8.9$ | $-34.7 \pm 0.0$ | $5.7 \pm 14.4$ | $-3.3 \pm 1.2$ | $30.7 \pm 25.2$ |
| 84 | $-1.4 \pm 6.6$ | $-25.5 \pm 0.0$ | $4.3 \pm 5.0$ | $-2.5 \pm 2.5$ | $22.3 \pm 30.6$ |
| 90 | $-1.1 \pm 6.0$ | $-16.8 \pm 0.0$ | $3.6 \pm 3.5$ | $-2.1 \pm 1.2$ | $14.2 \pm 23.2$ |
| 96 | $-1.2 \pm 7.2$ | $-8.3 \pm 0.0$ | $2.3 \pm 10.2$ | $-0.1 \pm 2.1$ | $4.9 \pm 21.7$ |

Table C. 14 - Effective force exerted between the DNA pair in presence of 12 -AuNPs at $R_{+/-}=1.50$ corresponding to $\times 30$ nanoparticles in the system. There is also $\times 240$ DNA positive monovalent counterions and $\times 360$ negative monovalent AuNP co-ions. The data are gathered during $\times 10^{6} \mathrm{MC}$ cycles and the force is printed in a file every MC cycle to calculate statistics.

| $\ell(\AA)$ | $\mathrm{F} / \mathrm{F}_{o}$ | $\mathrm{~F}_{1} / \mathrm{F}_{o}$ | $\mathrm{~F}_{2} / \mathrm{F}_{o}$ | $\mathrm{~F}_{3} / \mathrm{F}_{o}$ | $\mathrm{~F}_{4} / \mathrm{F}_{o}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 24 | $-19.7 \pm 8.9$ | $-229.6 \pm 0.0$ | $3.8 \pm 5.8$ | $-1.3 \pm 7.8$ | $207.4 \pm 31.3$ |
| 30 | $22.0 \pm 7.0$ | $-178.0 \pm 0.0$ | $-3.7 \pm 0.8$ | $-6.1 \pm 4.7$ | $209.8 \pm 25.3$ |
| 36 | $6.2 \pm 3.4$ | $-143.5 \pm 0.0$ | $-2.1 \pm 0.3$ | $-11.2 \pm 3.6$ | $163.1 \pm 13.8$ |
| 42 | $-8.4 \pm 2.7$ | $-117.9 \pm 0.0$ | $-0.6 \pm 0.3$ | $-22.2 \pm 2.6$ | $132.2 \pm 7.1$ |
| 48 | $-7.2 \pm 3.6$ | $-97.8 \pm 0.0$ | $-1.2 \pm 1.3$ | $-25.5 \pm 2.4$ | $117.3 \pm 8.0$ |
| 54 | $-5.0 \pm 2.2$ | $-81.4 \pm 0.0$ | $-2.0 \pm 0.5$ | $-25.3 \pm 2.1$ | $103.7 \pm 9.8$ |
| 60 | $-3.5 \pm 3.2$ | $-67.5 \pm 0.0$ | $-2.5 \pm 0.7$ | $-22.4 \pm 2.5$ | $88.9 \pm 8.8$ |
| 66 | $-2.5 \pm 1.9$ | $-55.4 \pm 0.0$ | $-2.6 \pm 0.2$ | $-19.3 \pm 0.6$ | $74.9 \pm 5.0$ |
| 72 | $-1.4 \pm 2.1$ | $-44.6 \pm 0.0$ | $-2.9 \pm 0.2$ | $-16.3 \pm 0.7$ | $62.4 \pm 6.4$ |
| 78 | $-0.9 \pm 1.5$ | $-34.7 \pm 0.0$ | $-2.6 \pm 0.3$ | $-12.9 \pm 1.2$ | $49.5 \pm 7.5$ |
| 84 | $0.0 \pm 3.3$ | $-25.5 \pm 0.0$ | $-2.2 \pm 0.7$ | $-9.8 \pm 1.4$ | $37.5 \pm 8.6$ |
| 90 | $-1.1 \pm 1.2$ | $-16.8 \pm 0.0$ | $-1.1 \pm 0.2$ | $-6.0 \pm 0.8$ | $22.8 \pm 5.1$ |
| 96 | $0.4 \pm 1.9$ | $-8.3 \pm 0.0$ | $-1.0 \pm 0.4$ | $-3.4 \pm 0.9$ | $13.1 \pm 7.3$ |

## C. 4 Osmotic pressure in DNA lattices with AuNPs

We calculated the error associated with the calculation of osmotic pressure in a hexagonal DNA bundle condensed with AuNPs (see section 4.3.5) that can exchange monovalent salt with supernatant phase.

The mechanical stability of the bundle is given by the difference of osmotic pressure in the bundle and in the supernatant phase:

$$
\begin{equation*}
\Pi_{\text {rel }}=\Pi_{\text {bundle }}-\Pi_{b u l k} \tag{C.21}
\end{equation*}
$$

Table C. 15 - Osmotic pressure calculated in a square lattice of DNA condensed with $\times 406$-AuNPs without salt $\left(R_{+/-}=1.00\right)$. The data are gathered during $\times 10^{6} \mathrm{MC}$ cycles to calculate statistics.

| $\ell(\AA)$ | $\Pi_{\text {rel }}(\mathrm{atm})$ | $\Pi_{\text {bundle }}(\mathrm{atm})$. | $\Pi_{\text {bulk }}(\mathrm{atm})$. |
| :---: | :---: | :---: | :---: |
| 32 | $(-7.888 \pm 0.225)$ | $(-7.888 \pm 0.225)$ | $(0.000 \pm 0.000)$ |
| 34 | $(-6.594 \pm 0.212)$ | $(-6.594 \pm 0.212)$ | $(0.000 \pm 0.000)$ |
| 36 | $(-5.386 \pm 0.189)$ | $(-5.386 \pm 0.189)$ | $(0.000 \pm 0.000)$ |
| 38 | $(-4.188 \pm 0.167)$ | $(-4.188 \pm 0.167)$ | $(0.000 \pm 0.000)$ |
| 40 | $(-3.188 \pm 0.153)$ | $(-3.188 \pm 0.153)$ | $(0.000 \pm 0.000)$ |
| 42 | $(-2.509 \pm 0.149)$ | $(-2.509 \pm 0.149)$ | $(0.000 \pm 0.000)$ |
| 44 | $(-2.043 \pm 0.145)$ | $(-2.043 \pm 0.145)$ | $(0.000 \pm 0.000)$ |
| 46 | $(-1.702 \pm 0.138)$ | $(-1.702 \pm 0.138)$ | $(0.000 \pm 0.000)$ |
| 48 | $(-1.440 \pm 0.131)$ | $(-1.440 \pm 0.131)$ | $(0.000 \pm 0.000)$ |
| 50 | $(-1.220 \pm 0.125)$ | $(-1.220 \pm 0.125)$ | $(0.000 \pm 0.000)$ |
| 52 | $(-1.045 \pm 0.117)$ | $(-1.045 \pm 0.117)$ | $(0.000 \pm 0.000)$ |
| 54 | $(-0.902 \pm 0.110)$ | $(-0.902 \pm 0.110)$ | $(0.000 \pm 0.000)$ |
| 56 | $(-0.779 \pm 0.104)$ | $(-0.779 \pm 0.104)$ | $(0.000 \pm 0.000)$ |
| 58 | $(-0.672 \pm 0.098)$ | $(-0.672 \pm 0.098)$ | $(0.000 \pm 0.000)$ |
| 60 | $(-0.581 \pm 0.093)$ | $(-0.581 \pm 0.093)$ | $(0.000 \pm 0.000)$ |
| 62 | $(-0.526 \pm 0.087)$ | $(-0.526 \pm 0.087)$ | $(0.000 \pm 0.000)$ |
| 64 | $(-0.449 \pm 0.085)$ | $(-0.449 \pm 0.085)$ | $(0.000 \pm 0.000)$ |
| 66 | $(-0.393 \pm 0.079)$ | $(-0.393 \pm 0.079)$ | $(0.000 \pm 0.000)$ |
| 68 | $(-0.349 \pm 0.075)$ | $(-0.349 \pm 0.075)$ | $(0.000 \pm 0.000)$ |
| 70 | $(-0.302 \pm 0.071)$ | $(-0.302 \pm 0.071)$ | $(0.000 \pm 0.000)$ |
| 72 | $(-0.254 \pm 0.070)$ | $(-0.254 \pm 0.070)$ | $(0.000 \pm 0.000)$ |
| 74 | $(-0.206 \pm 0.064)$ | $(-0.206 \pm 0.064)$ | $(0.000 \pm 0.000)$ |
| 76 | $(-0.186 \pm 0.063)$ | $(-0.186 \pm 0.063)$ | $(0.000 \pm 0.000)$ |
| 78 | $(-0.134 \pm 0.065)$ | $(-0.134 \pm 0.065)$ | $(0.000 \pm 0.000)$ |
| 80 | $(-0.125 \pm 0.055)$ | $(-0.125 \pm 0.055)$ | $(0.000 \pm 0.000)$ |
| 82 | $(-0.106 \pm 0.053)$ | $(-0.106 \pm 0.053)$ | $(0.000 \pm 0.000)$ |
| 84 | $(-0.089 \pm 0.051)$ | $(-0.089 \pm 0.051)$ | $(0.000 \pm 0.000)$ |
| 86 | $(-0.071 \pm 0.050)$ | $(-0.071 \pm 0.050)$ | $(0.000 \pm 0.000)$ |
| 88 | $(-0.055 \pm 0.047)$ | $(-0.055 \pm 0.047)$ | $(0.000 \pm 0.000)$ |
| 90 | $(-0.073 \pm 0.047)$ | $(-0.073 \pm 0.047)$ | $(0.000 \pm 0.000)$ |
| 92 | $(-0.039 \pm 0.049)$ | $(-0.039 \pm 0.049)$ | $(0.000 \pm 0.000)$ |
| 94 | $(-0.042 \pm 0.043)$ | $(-0.042 \pm 0.043)$ | $(0.000 \pm 0.000)$ |
| 96 | $(-0.023 \pm 0.041)$ | $(-0.023 \pm 0.041)$ | $(0.000 \pm 0.000)$ |
| 98 | $(-0.012 \pm 0.039)$ | $(-0.012 \pm 0.039)$ | $(0.000 \pm 0.000)$ |
| 100 | $(-0.025 \pm 0.038)$ | $(-0.025 \pm 0.038)$ | $(0.000 \pm 0.000)$ |
| 102 | $(-0.018 \pm 0.037)$ | $(-0.018 \pm 0.037)$ | $(0.000 \pm 0.000)$ |
|  |  |  |  |

Table C. 16 - Osmotic pressure calculated in a hexagonal lattice of DNA condensed with $\times 406$ AuNPs without salt $\left(R_{+/-}=1.00\right)$. The data are gathered during $\times 10^{6} \mathrm{MC}$ cycles to calculate statistics.

| $\ell(\AA)$ | $\Pi_{\text {rel }}($ atm. $)$ | $\Pi_{\text {bundle }}($ atm. $)$ | $\Pi_{\text {bulk }}(\mathrm{atm})$. |
| :---: | :---: | :---: | :---: |
| 32 | $(-7.118 \pm 0.278)$ | $(-7.118 \pm 0.278)$ | $(0.000 \pm 0.000)$ |
| 34 | $(-5.031 \pm 0.275)$ | $(-5.031 \pm 0.275)$ | $(0.000 \pm 0.000)$ |
| 36 | $(-3.347 \pm 0.272)$ | $(-3.347 \pm 0.272)$ | $(0.000 \pm 0.000)$ |
| 38 | $(-2.118 \pm 0.268)$ | $(-2.118 \pm 0.268)$ | $(0.000 \pm 0.000)$ |
| 40 | $(-1.339 \pm 0.273)$ | $(-1.339 \pm 0.273)$ | $(0.000 \pm 0.000)$ |
| 42 | $(-0.963 \pm 0.276)$ | $(-0.963 \pm 0.276)$ | $(0.000 \pm 0.000)$ |
| 44 | $(-0.777 \pm 0.267)$ | $(-0.777 \pm 0.267)$ | $(0.000 \pm 0.000)$ |
| 46 | $(-0.650 \pm 0.244)$ | $(-0.650 \pm 0.244)$ | $(0.000 \pm 0.000)$ |
| 48 | $(-0.554 \pm 0.224)$ | $(-0.554 \pm 0.224)$ | $(0.000 \pm 0.000)$ |
| 50 | $(-0.471 \pm 0.206)$ | $(-0.471 \pm 0.206)$ | $(0.000 \pm 0.000)$ |
| 52 | $(-0.403 \pm 0.190)$ | $(-0.403 \pm 0.190)$ | $(0.000 \pm 0.000)$ |
| 54 | $(-0.355 \pm 0.174)$ | $(-0.355 \pm 0.174)$ | $(0.000 \pm 0.000)$ |
| 56 | $(-0.320 \pm 0.153)$ | $(-0.320 \pm 0.153)$ | $(0.000 \pm 0.000)$ |
| 58 | $(-0.270 \pm 0.146)$ | $(-0.270 \pm 0.146)$ | $(0.000 \pm 0.000)$ |
| 60 | $(-0.256 \pm 0.133)$ | $(-0.256 \pm 0.133)$ | $(0.000 \pm 0.000)$ |
| 62 | $(-0.207 \pm 0.126)$ | $(-0.207 \pm 0.126)$ | $(0.000 \pm 0.000)$ |
| 64 | $(-0.197 \pm 0.118)$ | $(-0.197 \pm 0.118)$ | $(0.000 \pm 0.000)$ |
| 66 | $(-0.167 \pm 0.107)$ | $(-0.167 \pm 0.107)$ | $(0.000 \pm 0.000)$ |
| 68 | $(-0.152 \pm 0.099)$ | $(-0.152 \pm 0.099)$ | $(0.000 \pm 0.000)$ |
| 70 | $(-0.129 \pm 0.094)$ | $(-0.129 \pm 0.094)$ | $(0.000 \pm 0.000)$ |
| 72 | $(-0.090 \pm 0.086)$ | $(-0.090 \pm 0.086)$ | $(0.000 \pm 0.000)$ |
| 74 | $(-0.095 \pm 0.085)$ | $(-0.095 \pm 0.085)$ | $(0.000 \pm 0.000)$ |
| 76 | $(-0.049 \pm 0.078)$ | $(-0.049 \pm 0.078)$ | $(0.000 \pm 0.000)$ |
| 78 | $(-0.067 \pm 0.075)$ | $(-0.067 \pm 0.075)$ | $(0.000 \pm 0.000)$ |
| 80 | $(-0.016 \pm 0.071)$ | $(-0.016 \pm 0.071)$ | $(0.000 \pm 0.000)$ |
| 82 | $(-0.030 \pm 0.067)$ | $(-0.030 \pm 0.067)$ | $(0.000 \pm 0.000)$ |
| 84 | $(0.014 \pm 0.068)$ | $(0.014 \pm 0.068)$ | $(0.000 \pm 0.000)$ |
| 86 | $(-0.022 \pm 0.061)$ | $(-0.022 \pm 0.061)$ | $(0.000 \pm 0.000)$ |
| 88 | $(-0.007 \pm 0.058)$ | $(-0.007 \pm 0.058)$ | $(0.000 \pm 0.000)$ |
| 90 | $(-0.002 \pm 0.056)$ | $(-0.002 \pm 0.056)$ | $(0.000 \pm 0.000)$ |
| 92 | $(0.011 \pm 0.056)$ | $(0.011 \pm 0.056)$ | $(0.000 \pm 0.000)$ |
| 94 | $(0.037 \pm 0.052)$ | $(0.037 \pm 0.052)$ | $(0.000 \pm 0.000)$ |
| 96 | $(0.045 \pm 0.049)$ | $(0.045 \pm 0.049)$ | $(0.000 \pm 0.000)$ |
| 98 | $(0.051 \pm 0.048)$ | $(0.051 \pm 0.048)$ | $(0.000 \pm 0.000)$ |
| 100 | $(0.030 \pm 0.046)$ | $(0.030 \pm 0.046)$ | $(0.000 \pm 0.000)$ |
| 102 | $(0.071 \pm 0.046)$ | $(0.071 \pm 0.046)$ | $(0.000 \pm 0.000)$ |
|  |  |  |  |

Table C. 17 - Osmotic pressure calculated in a square lattice of DNA condensed with $\times 2012$-AuNPs without salt $\left(R_{+/-}=1.00\right)$. The data are gathered during $\times 10^{6} \mathrm{MC}$ cycles to calculate statistics.

| $\ell(\AA)$ | $\Pi_{\text {rel }}(\mathrm{atm})$ | $\Pi_{\text {bundle }}(\mathrm{atm})$. | $\Pi_{\text {bulk }}(\mathrm{atm})$. |
| :---: | :---: | :---: | :---: |
| 32 | $(-9.257 \pm 0.181)$ | $(-9.257 \pm 0.181)$ | $(0.000 \pm 0.000)$ |
| 34 | $(-7.102 \pm 0.205)$ | $(-7.102 \pm 0.205)$ | $(0.000 \pm 0.000)$ |
| 36 | $(-5.514 \pm 0.204)$ | $(-5.514 \pm 0.204)$ | $(0.000 \pm 0.000)$ |
| 38 | $(-4.007 \pm 0.164)$ | $(-4.007 \pm 0.164)$ | $(0.000 \pm 0.000)$ |
| 40 | $(-2.807 \pm 0.161)$ | $(-2.807 \pm 0.161)$ | $(0.000 \pm 0.000)$ |
| 42 | $(-1.904 \pm 0.155)$ | $(-1.904 \pm 0.155)$ | $(0.000 \pm 0.000)$ |
| 44 | $(-1.333 \pm 0.146)$ | $(-1.333 \pm 0.146)$ | $(0.000 \pm 0.000)$ |
| 46 | $(-1.040 \pm 0.210)$ | $(-1.040 \pm 0.210)$ | $(0.000 \pm 0.000)$ |
| 48 | $(-0.876 \pm 0.221)$ | $(-0.876 \pm 0.221)$ | $(0.000 \pm 0.000)$ |
| 50 | $(-0.458 \pm 0.130)$ | $(-0.458 \pm 0.130)$ | $(0.000 \pm 0.000)$ |
| 52 | $(-0.631 \pm 0.140)$ | $(-0.631 \pm 0.140)$ | $(0.000 \pm 0.000)$ |
| 54 | $(-0.382 \pm 0.167)$ | $(-0.382 \pm 0.167)$ | $(0.000 \pm 0.000)$ |
| 56 | $(-0.121 \pm 0.100)$ | $(-0.121 \pm 0.100)$ | $(0.000 \pm 0.000)$ |
| 58 | $(0.211 \pm 0.107)$ | $(0.211 \pm 0.107)$ | $(0.000 \pm 0.000)$ |
| 60 | $(0.159 \pm 0.085)$ | $(0.159 \pm 0.085)$ | $(0.000 \pm 0.000)$ |
| 62 | $(0.367 \pm 0.078)$ | $(0.367 \pm 0.078)$ | $(0.000 \pm 0.000)$ |
| 64 | $(0.113 \pm 0.076)$ | $(0.113 \pm 0.076)$ | $(0.000 \pm 0.000)$ |
| 66 | $(0.127 \pm 0.073)$ | $(0.127 \pm 0.073)$ | $(0.000 \pm 0.000)$ |
| 68 | $(0.139 \pm 0.069)$ | $(0.139 \pm 0.069)$ | $(0.000 \pm 0.000)$ |
| 70 | $(0.191 \pm 0.066)$ | $(0.191 \pm 0.066)$ | $(0.000 \pm 0.000)$ |
| 72 | $(0.458 \pm 0.075)$ | $(0.458 \pm 0.075)$ | $(0.000 \pm 0.000)$ |
| 74 | $(-0.014 \pm 0.059)$ | $(-0.014 \pm 0.059)$ | $(0.000 \pm 0.000)$ |
| 76 | $(0.002 \pm 0.054)$ | $(0.002 \pm 0.054)$ | $(0.000 \pm 0.000)$ |
| 78 | $(0.199 \pm 0.056)$ | $(0.199 \pm 0.056)$ | $(0.000 \pm 0.000)$ |
| 80 | $(0.206 \pm 0.052)$ | $(0.206 \pm 0.052)$ | $(0.000 \pm 0.000)$ |
| 82 | $(0.021 \pm 0.049)$ | $(0.021 \pm 0.049)$ | $(0.000 \pm 0.000)$ |
| 84 | $(0.053 \pm 0.044)$ | $(0.053 \pm 0.044)$ | $(0.000 \pm 0.000)$ |
| 86 | $(0.046 \pm 0.045)$ | $(0.046 \pm 0.045)$ | $(0.000 \pm 0.000)$ |
| 88 | $(0.021 \pm 0.043)$ | $(0.021 \pm 0.043)$ | $(0.000 \pm 0.000)$ |
| 90 | $(0.021 \pm 0.041)$ | $(0.021 \pm 0.041)$ | $(0.000 \pm 0.000)$ |
| 92 | $(0.021 \pm 0.040)$ | $(0.021 \pm 0.040)$ | $(0.000 \pm 0.000)$ |
| 94 | $(0.007 \pm 0.038)$ | $(0.007 \pm 0.038)$ | $(0.000 \pm 0.000)$ |
| 96 | $(0.039 \pm 0.038)$ | $(0.039 \pm 0.038)$ | $(0.000 \pm 0.000)$ |
| 98 | $(0.033 \pm 0.037)$ | $(0.033 \pm 0.037)$ | $(0.000 \pm 0.000)$ |
| 100 | $(0.084 \pm 0.033)$ | $(0.084 \pm 0.033)$ | $(0.000 \pm 0.000)$ |
| 102 | $(0.021 \pm 0.035)$ | $(0.021 \pm 0.035)$ | $(0.000 \pm 0.000)$ |
|  |  |  |  |

Table C. 18 - Osmotic pressure calculated in a hexagonal lattice of DNA condensed with $\times 2012$ AuNPs without salt $\left(R_{+/-}=1.00\right)$. The data are gathered during $\times 10^{6} \mathrm{MC}$ cycles to calculate statistics.

| $\ell(\AA)$ | $\Pi_{\text {rel }}(\mathrm{atm})$ | $\Pi_{\text {bundle }}(\mathrm{atm})$. | $\Pi_{\text {bulk }}(\mathrm{atm})$. |
| :---: | :---: | :---: | :---: |
| 32 | $(-9.257 \pm 0.313)$ | $(-9.257 \pm 0.313)$ | $(0.000 \pm 0.000)$ |
| 34 | $(-6.486 \pm 0.399)$ | $(-6.486 \pm 0.399)$ | $(0.000 \pm 0.000)$ |
| 36 | $(-4.379 \pm 0.388)$ | $(-4.379 \pm 0.388)$ | $(0.000 \pm 0.000)$ |
| 38 | $(-2.649 \pm 0.395)$ | $(-2.649 \pm 0.395)$ | $(0.000 \pm 0.000)$ |
| 40 | $(-1.544 \pm 0.385)$ | $(-1.544 \pm 0.385)$ | $(0.000 \pm 0.000)$ |
| 42 | $(-0.916 \pm 0.401)$ | $(-0.916 \pm 0.401)$ | $(0.000 \pm 0.000)$ |
| 44 | $(-0.499 \pm 0.364)$ | $(-0.499 \pm 0.364)$ | $(0.000 \pm 0.000)$ |
| 46 | $(-0.259 \pm 0.326)$ | $(-0.259 \pm 0.326)$ | $(0.000 \pm 0.000)$ |
| 48 | $(-0.211 \pm 0.311)$ | $(-0.211 \pm 0.311)$ | $(0.000 \pm 0.000)$ |
| 50 | $(-0.031 \pm 0.260)$ | $(-0.031 \pm 0.260)$ | $(0.000 \pm 0.000)$ |
| 52 | $(-0.084 \pm 0.214)$ | $(-0.084 \pm 0.214)$ | $(0.000 \pm 0.000)$ |
| 54 | $(0.014 \pm 0.197)$ | $(0.014 \pm 0.197)$ | $(0.000 \pm 0.000)$ |
| 56 | $(0.058 \pm 0.173)$ | $(0.058 \pm 0.173)$ | $(0.000 \pm 0.000)$ |
| 58 | $(0.061 \pm 0.149)$ | $(0.061 \pm 0.149)$ | $(0.000 \pm 0.000)$ |
| 60 | $(0.050 \pm 0.127)$ | $(0.050 \pm 0.127)$ | $(0.000 \pm 0.000)$ |
| 62 | $(0.284 \pm 0.145)$ | $(0.284 \pm 0.145)$ | $(0.000 \pm 0.000)$ |
| 64 | $(0.090 \pm 0.110)$ | $(0.090 \pm 0.110)$ | $(0.000 \pm 0.000)$ |
| 66 | $(0.091 \pm 0.175)$ | $(0.091 \pm 0.175)$ | $(0.000 \pm 0.000)$ |
| 68 | $(0.109 \pm 0.088)$ | $(0.109 \pm 0.088)$ | $(0.000 \pm 0.000)$ |
| 70 | $(0.525 \pm 0.217)$ | $(0.525 \pm 0.217)$ | $(0.000 \pm 0.000)$ |
| 72 | $(0.090 \pm 0.079)$ | $(0.090 \pm 0.079)$ | $(0.000 \pm 0.000)$ |
| 74 | $(0.621 \pm 0.075)$ | $(0.621 \pm 0.075)$ | $(0.000 \pm 0.000)$ |
| 76 | $(0.328 \pm 0.079)$ | $(0.328 \pm 0.079)$ | $(0.000 \pm 0.000)$ |
| 78 | $(0.329 \pm 0.078)$ | $(0.329 \pm 0.078)$ | $(0.000 \pm 0.000)$ |
| 80 | $(0.133 \pm 0.063)$ | $(0.133 \pm 0.063)$ | $(0.000 \pm 0.000)$ |
| 82 | $(0.340 \pm 0.063)$ | $(0.340 \pm 0.063)$ | $(0.000 \pm 0.000)$ |
| 84 | $(0.406 \pm 0.077)$ | $(0.406 \pm 0.077)$ | $(0.000 \pm 0.000)$ |
| 86 | $(0.565 \pm 0.057)$ | $(0.565 \pm 0.057)$ | $(0.000 \pm 0.000)$ |
| 88 | $(0.311 \pm 0.054)$ | $(0.311 \pm 0.054)$ | $(0.000 \pm 0.000)$ |
| 90 | $(0.146 \pm 0.049)$ | $(0.146 \pm 0.049)$ | $(0.000 \pm 0.000)$ |
| 92 | $(0.146 \pm 0.045)$ | $(0.146 \pm 0.045)$ | $(0.000 \pm 0.000)$ |
| 94 | $(0.299 \pm 0.049)$ | $(0.299 \pm 0.049)$ | $(0.000 \pm 0.000)$ |
| 96 | $(0.293 \pm 0.047)$ | $(0.293 \pm 0.047)$ | $(0.000 \pm 0.000)$ |
| 98 | $(0.284 \pm 0.045)$ | $(0.284 \pm 0.045)$ | $(0.000 \pm 0.000)$ |
| 100 | $(0.288 \pm 0.043)$ | $(0.288 \pm 0.043)$ | $(0.000 \pm 0.000)$ |
| 102 | $(0.284 \pm 0.041)$ | $(0.284 \pm 0.041)$ | $(0.000 \pm 0.000)$ |
|  |  |  |  |

Given that plenty of osmotic pressure calculations has been performed, we display only the error for osmotic pressure calculations in a hexagonal lattice of DNA condensed with $\times 406$-AuNP at constant salt concentration $\mathrm{c}_{\text {salt }}=30,60$ or $120 \mathrm{mMol} / \mathrm{l}$.

Table C. 19 - Osmotic pressure calculated in a hexagonal lattice of DNA condensed with $\times 406$ AuNPs $\left(R_{+/-}=1.00\right)$ with salt concentration of $\mathrm{c}_{\text {salt }}=30 \mathrm{mMol} / \mathrm{l}$. The data are gathered during $\times 10^{6} \mathrm{MC}$ cycles to calculate statistics.

| $\ell(\AA)$ | $\Pi_{\text {rel }}$ (atm.) | $\Pi_{\text {bundle }}(\mathrm{atm})$. | $\Pi_{\text {bulk }}(\mathrm{atm})$. |
| :---: | :---: | :---: | :---: |
| 32 | $(-6.721 \pm 0.302)$ | $(-6.157 \pm 0.029)$ | $(0.563 \pm 0.273)$ |
| 36 | $(-2.848 \pm 0.224)$ | $(-2.440 \pm 0.028)$ | $(0.408 \pm 0.196)$ |
| 40 | $(-1.056 \pm 0.177)$ | $(-0.745 \pm 0.028)$ | $(0.311 \pm 0.149)$ |
| 44 | $(-0.126 \pm 0.158)$ | $(0.148 \pm 0.026)$ | $(0.275 \pm 0.132)$ |
| 48 | $(0.119 \pm 0.148)$ | $(0.382 \pm 0.022)$ | $(0.262 \pm 0.126)$ |
| 52 | $(0.321 \pm 0.147)$ | $(0.592 \pm 0.019)$ | $(0.271 \pm 0.128)$ |
| 54 | $(0.368 \pm 0.144)$ | $(0.640 \pm 0.017)$ | $(0.271 \pm 0.127)$ |
| 58 | $(0.457 \pm 0.147)$ | $(0.752 \pm 0.015)$ | $(0.294 \pm 0.132)$ |
| 62 | $(0.520 \pm 0.146)$ | $(0.842 \pm 0.012)$ | $(0.321 \pm 0.134)$ |
| 66 | $(0.548 \pm 0.146)$ | $(0.902 \pm 0.011)$ | $(0.353 \pm 0.135)$ |
| 70 | $(0.572 \pm 0.149)$ | $(0.977 \pm 0.010)$ | $(0.405 \pm 0.139)$ |
| 74 | $(0.580 \pm 0.145)$ | $(1.019 \pm 0.008)$ | $(0.439 \pm 0.137)$ |
| 78 | $(0.578 \pm 0.146)$ | $(1.067 \pm 0.008)$ | $(0.489 \pm 0.138)$ |
| 82 | $(0.584 \pm 0.144)$ | $(1.114 \pm 0.007)$ | $(0.530 \pm 0.137)$ |
| 86 | $(0.590 \pm 0.142)$ | $(1.173 \pm 0.006)$ | $(0.582 \pm 0.136)$ |
| 90 | $(0.580 \pm 0.140)$ | $(1.194 \pm 0.006)$ | $(0.614 \pm 0.134)$ |
| 94 | $(0.552 \pm 0.140)$ | $(1.225 \pm 0.005)$ | $(0.673 \pm 0.135)$ |
| 98 | $(0.544 \pm 0.137)$ | $(1.249 \pm 0.005)$ | $(0.705 \pm 0.132)$ |
| 102 | $(0.531 \pm 0.135)$ | $(1.269 \pm 0.005)$ | $(0.737 \pm 0.130)$ |

Table C. 20 - Osmotic pressure calculated in a hexagonal lattice of DNA condensed with $\times 406$ AuNPs $\left(R_{+/-}=1.00\right)$ with salt concentration of $\mathrm{c}_{\text {salt }}=60 \mathrm{mMol} / \mathrm{l}$. The data are gathered during $\times 10^{6} \mathrm{MC}$ cycles to calculate statistics.

| $\ell(\AA)$ | $\Pi_{\text {rel }}$ (atm.) | $\Pi_{\text {bundle }}(\mathrm{atm})$. | $\Pi_{\text {bulk }}(\mathrm{atm})$. |
| :---: | :---: | :---: | :---: |
| 32 | $(-6.057 \pm 0.759)$ | $(-5.044 \pm 0.309)$ | $(1.012 \pm 0.450)$ |
| 36 | $(-2.178 \pm 0.605)$ | $(-1.509 \pm 0.295)$ | $(0.668 \pm 0.310)$ |
| 40 | $(-0.054 \pm 0.521)$ | $(0.451 \pm 0.284)$ | $(0.506 \pm 0.237)$ |
| 44 | $(0.624 \pm 0.474)$ | $(1.089 \pm 0.261)$ | $(0.464 \pm 0.213)$ |
| 48 | $(0.931 \pm 0.434)$ | $(1.423 \pm 0.223)$ | $(0.491 \pm 0.211)$ |
| 52 | $(1.066 \pm 0.407)$ | $(1.610 \pm 0.194)$ | $(0.543 \pm 0.213)$ |
| 54 | $(1.136 \pm 0.388)$ | $(1.714 \pm 0.175)$ | $(0.578 \pm 0.213)$ |
| 58 | $(1.155 \pm 0.362)$ | $(1.808 \pm 0.149)$ | $(0.653 \pm 0.213)$ |
| 62 | $(1.191 \pm 0.351)$ | $(1.954 \pm 0.134)$ | $(0.763 \pm 0.217)$ |
| 66 | $(1.191 \pm 0.333)$ | $(2.039 \pm 0.118)$ | $(0.848 \pm 0.215)$ |
| 70 | $(1.169 \pm 0.320)$ | $(2.126 \pm 0.104)$ | $(0.956 \pm 0.216)$ |
| 74 | $(1.138 \pm 0.307)$ | $(2.193 \pm 0.092)$ | $(1.054 \pm 0.215)$ |
| 78 | $(1.107 \pm 0.301)$ | $(2.267 \pm 0.086)$ | $(1.160 \pm 0.215)$ |
| 82 | $(1.067 \pm 0.290)$ | $(2.318 \pm 0.078)$ | $(1.250 \pm 0.212)$ |
| 86 | $(1.026 \pm 0.283)$ | $(2.380 \pm 0.072)$ | $(1.354 \pm 0.211)$ |
| 90 | $(0.985 \pm 0.275)$ | $(2.426 \pm 0.067)$ | $(1.440 \pm 0.208)$ |
| 94 | $(0.955 \pm 0.266)$ | $(2.453 \pm 0.063)$ | $(1.498 \pm 0.203)$ |
| 98 | $(0.914 \pm 0.257)$ | $(2.489 \pm 0.058)$ | $(1.575 \pm 0.199)$ |
| 102 | $(0.874 \pm 0.252)$ | $(2.513 \pm 0.055)$ | $(1.638 \pm 0.197)$ |

Table C. 21 - Osmotic pressure calculated in a hexagonal lattice of DNA condensed with $\times 406$ -$\operatorname{AuNPs}\left(R_{+/-}=1.00\right)$ with salt concentration of $\mathrm{c}_{\text {salt }}=120 \mathrm{mMol} / \mathrm{l}$. The data are gathered during $\times 10^{6} \mathrm{MC}$ cycles to calculate statistics.

| $\ell(\AA)$ | $\Pi_{\text {rel }}$ (atm.) | $\Pi_{\text {bundle }}(\mathrm{atm})$. | $\Pi_{\text {bulk }}(\mathrm{atm})$. |
| :---: | :---: | :---: | :---: |
| 32 | $(-5.020 \pm 1.027)$ | $(-2.997 \pm 0.339)$ | $(2.022 \pm 0.688)$ |
| 36 | $(-0.939 \pm 0.825)$ | $(0.500 \pm 0.312)$ | $(1.440 \pm 0.513)$ |
| 40 | $(1.218 \pm 0.688)$ | $(2.307 \pm 0.289)$ | $(1.089 \pm 0.399)$ |
| 44 | $(1.996 \pm 0.625)$ | $(3.082 \pm 0.262)$ | $(1.085 \pm 0.363)$ |
| 48 | $(2.253 \pm 0.573)$ | $(3.429 \pm 0.224)$ | $(1.176 \pm 0.349)$ |
| 52 | $(2.381 \pm 0.546)$ | $(3.747 \pm 0.197)$ | $(1.365 \pm 0.349)$ |
| 54 | $(2.385 \pm 0.526)$ | $(3.842 \pm 0.180)$ | $(1.456 \pm 0.346)$ |
| 58 | $(2.350 \pm 0.506)$ | $(4.013 \pm 0.159)$ | $(1.662 \pm 0.347)$ |
| 62 | $(2.298 \pm 0.489)$ | $(4.220 \pm 0.138)$ | $(1.922 \pm 0.351)$ |
| 66 | $(2.210 \pm 0.472)$ | $(4.351 \pm 0.125)$ | $(2.141 \pm 0.347)$ |
| 70 | $(2.091 \pm 0.456)$ | $(4.476 \pm 0.112)$ | $(2.384 \pm 0.344)$ |
| 74 | $(1.994 \pm 0.442)$ | $(4.554 \pm 0.101)$ | $(2.559 \pm 0.341)$ |
| 78 | $(1.921 \pm 0.429)$ | $(4.666 \pm 0.094)$ | $(2.745 \pm 0.335)$ |
| 82 | $(1.801 \pm 0.415)$ | $(4.731 \pm 0.086)$ | $(2.929 \pm 0.329)$ |
| 86 | $(1.764 \pm 0.400)$ | $(4.799 \pm 0.080)$ | $(3.034 \pm 0.320)$ |
| 90 | $(1.668 \pm 0.382)$ | $(4.854 \pm 0.073)$ | $(3.186 \pm 0.309)$ |
| 94 | $(1.549 \pm 0.375)$ | $(4.904 \pm 0.069)$ | $(3.355 \pm 0.306)$ |
| 98 | $(1.499 \pm 0.365)$ | $(4.957 \pm 0.065)$ | $(3.457 \pm 0.300)$ |
| 102 | $(1.419 \pm 0.353)$ | $(4.978 \pm 0.061)$ | $(3.559 \pm 0.292)$ |
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A parameterization of the energy interactions based on the OPLS-AA force-field (see section 3.3.3.1 and 3.3.3.2 is used in MD simulations presented in chapter 5 Force-field (FF) parameters are given for the simplest model of PEDOT and PSS which are tri-EDOT and PTS molecules as well as for ionic liquids (ILs) used in the MD simulations.

## D. 1 Force-field parameters for PEDOT:PSS



Figure D. 1 - Atomic names of tri-EDOT and PTS.

Table D. 1 - FF parameters: atomic charges taken from DFT calculations [201].

| Name | C1 | C2 | C 3 | C 4 | C 5 | H 6 | H 7 | C 8 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FF type | CA | CB | CB | CA | CT | HC | HC | CT |
| q $(\|\mathbf{e}\|)$ | -0.275 | -0.003 | 0.005 | -0.183 | 0.090 | 0.186 | 0.153 | 0.200 |
| Name | H 9 | H 10 | C 11 | C 12 | C 13 | C 14 | C 15 | H 16 |
| FF type | HC | HC | CA | CB | CB | CA | CT | HC |
| q (\|e|) | 0.311 | 0.143 | 0.294 | -0.157 | 0.030 | 0.023 | 0.019 | -0.080 |
| Name | H 17 | C 18 | H 19 | H 20 | C 21 | C 22 | C 23 | C 24 |
| FF type | HC | CT | HC | HC | CA | CB | CB | CA |
| q (\|e|) | 0.111 | -0.072 | 0.021 | -0.071 | -0.126 | 0.014 | 0.012 | -0.110 |
| Name | C 25 | H 26 | H 27 | C 28 | H 29 | H 30 | O 31 | O 32 |
| FF type | CT | HC | HC | CT | HC | HC | OS | OS |
| q (\|e|) | 0.119 | -0.032 | -0.021 | -0.052 | 0.093 | 0.015 | 0.006 | -0.049 |
| Name | O 33 | O 34 | S 35 | O 36 | O 37 | S 38 | S 39 | C 40 |
| FF type | OS | OS | SA | OS | OS | SA | SA | CT |
| q (\|e|) | -0.055 | 0.028 | -0.093 | 0.012 | -0.029 | -0.009 | -0.087 | -0.002 |
| Name | H 41 | H 42 | H 43 | C 44 | H 45 | H 46 | H 47 | S 48 |
| FF type | HC | HC | HC | CT | HC | HC | HC | SY |
| q (\|e|) | 0.028 | 0.035 | 0.008 | -0.015 | 0.040 | 0.005 | 0.015 | 1.293 |
| Name | O 49 | O 50 | O 51 | C 52 | C 53 | C 54 | C 55 | C 56 |
| FF type | OY | OY | OY | CA | CA | CA | CA | CA |
| q (\|e|) | -0.766 | -0.766 | -0.766 | -0.115 | -0.115 | -0.115 | 0.007 | -0.115 |
| Name | C 57 | C 58 | H 59 | H 60 | H 61 | H 62 | H 63 | H 64 |
| FF type | CA | CT | HA | HA | HA | HA | HA | HA |
| q (\|e|) | -0.115 | -0.065 | 0.115 | 0.115 | 0.115 | 0.115 | 0.060 | 0.060 |
| Name | H 65 |  |  |  |  |  |  |  |
| FF type | HA |  |  |  |  |  |  |  |
| q (\|e|) | 0.060 |  |  |  |  |  |  |  |

Table D. 2 - FF parameters: Lennard-Jones vdW.

| FF type | CA | CB | CT | HC | OS | SY | OY | HA |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma(\AA)$ | 3.55 | 3.55 | 3.50 | 2.50 | 2.90 | 3.55 | 2.96 | 2.42 |
| $\epsilon(\mathbf{k J} / \mathbf{m o l})$ | 0.292 | 0.292 | 0.276 | 0.125 | 0.586 | 1.046 | 0.711 | 1.255 |
| FF type | SA |  |  |  |  |  |  |  |
| $\sigma(\AA)$ | 3.55 |  |  |  |  |  |  |  |
| $\epsilon(\mathbf{k J} / \mathbf{m o l})$ | 1.653 |  |  |  |  |  |  |  |

Table D. 3 - FF parameters: bond stretching.

| Bond type | CA-CB | CA-CA | SA-CA | CB-CB | OS-CB | HC-CT |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $r_{e q}(\AA)$ | 1.370 | 1.441 | 1.745 | 1.425 | 1.345 | 1.090 |
| $k_{\text {bond }}\left(\mathbf{k J} \cdot \mathbf{m o l}^{-1} \cdot \AA^{-2}\right)$ | 4351.4 | 3096.2 | 2217.5 | 3347.2 | 4016.6 | 2217.5 |
| Bond type | CT-CT | OS-CT | CT-CA | CB-HC | CA-HC | CA-HA |
| $r_{e q}(\AA)$ | 1.529 | 1.410 | 1.489 | 1.075 | 1.080 | 1.080 |
| $k_{\text {bond }}\left(\mathbf{k J . m o l}^{-1} \cdot \AA^{-2}\right)$ | 2242.6 | 2677.7 | 2468.5 | 3347.2 | 3071.0 | 3096.2 |
| Bond type | SY-CA | SY-OY | SY-OS |  |  |  |
| $r_{e q}(\AA)$ | 1.779 | 1.440 | 1.682 |  |  |  |
| $k_{\text {bond }}\left(\mathbf{k J . m o l}^{-1} \cdot \AA^{-2}\right)$ | 2845.1 | 5857.6 | 2803.3 |  |  |  |

Table D. 4 - FF parameters: angle bending.

| Angle type | CA-CA-CB | CA-SY-OY | OY-SY-OY | CB-CB-CA | OS-CB-CA |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\theta_{e q}$ (degrees) | 129.85 | 170.20 | 119.00 | 112.39 | 125.19 |
| $k_{\theta}\left(\mathrm{kJ} . \mathrm{mol}^{-1} . \mathrm{rad}^{-2}\right)$ | 460.2 | 619.2 | 870.3 | 627.6 | 627.6 |
| Angle type | OS-CB-CB | HC-CT-HC | HC-CT-CT | OS-CT-HC | OS-CT-CT |
| $\theta_{\text {eq }}$ (degrees) | 126.70 | 1077.80 | 110.70 | 109.50 | 109.50 |
| $k_{\theta}\left(\mathrm{kJ} . \mathrm{mol}^{-1} . \mathrm{rad}^{-2}\right)$ | 627.6 | 276.2 | 313.8 | 292.9 | 418.4 |
| Angle type | CT-CA-CB | OY-SY-OS | CT-OS-CB | SY-OS-CT | HC-CT-CA |
| $\theta_{\text {eq }}$ (degrees) | 130.44 | 106.70 | 112.30 | 113.05 | 110.47 |
| $k_{\theta}\left(\mathrm{kJ} . \mathrm{mol}^{-1} . \mathrm{rad}^{-2}\right)$ | 460.2 | 1129.7 | 627.6 | 836.8 | 376.6 |
| Angle type | HC-CA-CA | CA-CA-CA | HA-CA-CA | CT-CA-CA | SY-CA-CA |
| $\theta_{\text {eq }}$ (degrees) | 130.70 | 120.00 | 120.00 | 120.00 | 119.40 |
| $k_{\theta}\left(\mathrm{kJ} . \mathrm{mol}^{-1} . \mathrm{rad}^{-2}\right)$ | 585.8 | 527.2 | 292.9 | 585.8 | 527.2 |
| Angle type | SA-CA-CB | SA-CA-CA | SA-CA-CT | CA-SA-CA | SY-CA-CA |
| $\theta_{\text {eq }}$ (degrees) | 119.40 | 122.57 | 123.52 | 90.41 | 119.40 |
| $k_{\theta}\left(\mathrm{kJ} . \mathrm{mol}^{-1} . \mathrm{rad}^{-2}\right)$ | 711.3 | 543.9 | 543.9 | 920.5 | 527.2 |

Table D. 5 - FF parameters: Ryckaert-Bellemans dihedral torsion.

| Dihedral type | HC-CT-CT-HC | HC-CT-CT-OS | HC-CT-OS-CB | CT-CT-OS-CB |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{C}_{0}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.6276 | 1.0041 | 0.3347 | -2.9497 |
| $\mathrm{C}_{1}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 1.8828 | 2.9372 | 1.0041 | 5.6442 |
| $\mathrm{C}_{2}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 2.9957 |
| $\mathrm{C}_{3}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | -2.5104 | -3.9162 | -5.6735 | -5.6735 |
| $\mathrm{C}_{4}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| $\mathrm{C}_{5}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Dihedral type | CT-OS-CB-CB | CT-OS-CB-CA | OS-CT-CT-OS | *-CB-CA-* |
| $\mathrm{C}_{0}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 9.1796 | 9.1796 | -3.61916 | 30.3340 |
| $\mathrm{C}_{1}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | -1.1296 | -1.1296 | -0.3891 | 0.0000 |
| $\mathrm{C}_{2}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | -8.0165 | -8.0165 | 9.7319 | -30.3340 |
| $\mathrm{C}_{3}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | -5.7237 | 0.0000 |
| $\mathrm{C}_{4}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| $\mathrm{C}_{5}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Dihedral type | *-CB-CB-* | CB-CA-CA-SA | *-CA-CA-* | *-CA-SA-* |
| $\mathrm{C}_{0}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 30.3340 | 6.5270 | 30.3340 | 30.3340 |
| $\mathrm{C}_{1}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 1.7698 | 0.0000 | 0.0000 |
| $\mathrm{C}_{2}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | -30.330 | -5.1630 | -30.3340 | 30.3340 |
| $\mathrm{C}_{3}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | -3.1463 | 0.0000 | 0.0000 |
| $\mathrm{C}_{4}$ (kJ.mol ${ }^{-1}$ ) | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| $\mathrm{C}_{5}$ (kJ.mol ${ }^{-1}$ ) | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Dihedral type | CB-CB-CA-SA | CB-CA-CT-HC | CA-CB-CB-CA | SA-CA-CA-SA |
| $\mathrm{C}_{0}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 6.5270 | 0.0000 | 4.7990 | -0.5732 |
| $\mathrm{C}_{1}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 1.7698 | 0.0000 | 1.7572 | 1.6694 |
| $\mathrm{C}_{2}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | -5.1630 | 0.0000 | -5.2969 | 4.5940 |
| $\mathrm{C}_{3}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | -3.1463 | 0.0000 | -1.2552 | -5.6735 |
| $\mathrm{C}_{4}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| $\mathrm{C}_{5}$ (kJ.mol ${ }^{-1}$ ) | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Dihedral type | SA-CA-CT-HC | HC-CT-CA-CA | OY-SY-CA-CA | OY-SY-OS-CT |
| $\mathrm{C}_{0}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 1.8200 | 1.2468 |
| $\mathrm{C}_{1}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | -0.8158 | 3.4685 |
| $\mathrm{C}_{2}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | -0.9790 | 0.0000 |
| $\mathrm{C}_{3}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | -4.9873 |
| $\mathrm{C}_{4}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| $\mathrm{C}_{5}$ (kJ.mol ${ }^{-1}$ ) | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Dihedral type | SY-OS-CT-HC | SY-OS-CT-CT | OS-CT-CT-HC |  |
| $\mathrm{C}_{0}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 1.5690 | 0.9790 |  |
| $\mathrm{C}_{1}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 4.7070 | 2.9371 |  |
| $\mathrm{C}_{2}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | -0.9790 |  |
| $\mathrm{C}_{3}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | -6.2760 | -3.9162 |  |
| $\mathrm{C}_{4}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 |  |
| $\mathrm{C}_{5}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 |  |

Table D. 6 - FF parameters: Improper torsion

| Torsion type | HC-N-CB-N | CA-HC-CA-N | CT-CB-N-CA |
| :--- | :---: | :---: | :---: |
| $f(\mathbf{k J} / \mathbf{m o l})$ | 4.602 | 4.602 | 4.602 |
| $\phi_{o}\left({ }^{\circ}\right)$ | 180.0 | 180.0 | 180.0 |

## D. 2 Force-field parameters for IL anions



Figure D. 2 - Atomic name description for tricyanomethanide (TCM), Heptacyanocyclopentenide (HCCP), tetracyanoborate (TCB) and ethylene sulfonate (ES).

Table D. 7 - FF parameters: atomic charges taken from DFT calculations [201].

| Name | C 1 | C 2 | C 3 | C 4 | C 5 | C 6 | C 7 | C 8 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FF type | CM | CZ | CZ | CZ | CA | CA | CB | CB |
| q $(\|\mathbf{e}\|)$ | -1.000 | 0.56 | 0.56 | 0.56 | -0.100 | -0.040 | -0.010 | -0.06 |
| Name | C 9 | C 10 | C 11 | C 12 | C 13 | C 14 | C 15 | C 16 |
| FF type | CB | CZ | CZ | CZ | CZ | CZ | CZ | CZ |
| q $(\|\mathbf{e}\|)$ | -0.06 | 0.400 | 0.400 | 0.400 | 0.030 | 0.030 | 0.030 | 0.030 |
| Name | C 17 | C 18 | C 19 | C 20 | C 21 | C 22 | N 1 | N 2 |
| FF type | CN | CN | CN | CN | CT | CT | NZ | NZ |
| q $(\|\mathbf{e}\|)$ | 0.430 | 0.430 | 0.430 | 0.430 | 0.051 | -0.180 | -0.560 | -0.560 |
| Name | N 3 | N 4 | N 5 | N 6 | N 7 | N 8 | N 9 | N 10 |
| FF type | NZ | NZ | NZ | NZ | NZ | NZ | NZ | NZ |
| q $(\|\mathbf{e}\|)$ | -0.560 | -0.500 | -0.400 | -0.400 | -0.400 | -0.400 | -0.500 | -0.440 |
| Name | N 11 | N 12 | N 13 | N 14 | B 1 | S 1 | O 1 | O 2 |
| FF type | NZ | NZ | NZ | NZ | BZ | SY | OY | OY |
| q $(\|\mathbf{e}\|)$ | -0.560 | -0.560 | -0.560 | -0.560 | -0.480 | 1.628 | -0.766 | -0.766 |
| Name | O 3 | O 4 | H 1 | H 2 | H 3 | H 4 | H 5 |  |
| FF type | OY | OS | HC | HC | HC | HC | HC |  |
| q $(\|\mathbf{e}\|)$ | -0.766 | -0.500 | 0.060 | 0.060 | 0.060 | 0.060 | 0.060 |  |

Table D. 8 - FF parameters: Lennard-Jones vdW.

| FF type | CM | CZ | CA | CB | CN | CT | NZ | BZ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma(\AA)$ | 3.30 | 3.30 | 3.55 | 3.55 | 3.30 | 3.50 | 3.28 | 3.60 |
| $\epsilon(\mathbf{k J} / \mathbf{m o l})$ | 0.271 | 0.271 | 0.292 | 0.292 | 0.272 | 0.276 | 0.711 | 0.210 |
| FF type | SY | OY | OS | HC |  |  |  |  |
| $\sigma(\AA)$ | 3.55 | 2.96 | 2.90 | 2.50 |  |  |  |  |
| $\epsilon(\mathbf{k J} / \mathbf{m o l})$ | 1,046 | 0.711 | 0.586 | 0.125 |  |  |  |  |

Table D. 9 - FF parameters: bond stretching.

| Bond type | CM-CZ | NZ-CZ | CZ-CA | CZ-CB | CA-CA | CB-CB |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r_{e q}(\AA)$ | 1.430 | 1.160 | 1.450 | 1.450 | 1.370 | 1.430 |
| $k_{\text {bond }}\left(\mathrm{kJ} . \mathrm{mol}^{-1} . \AA^{-2}\right)$ | 3347.2 | 5439,2 | 3347.2 | 3347.2 | 4351.4 | 3347.2 |
| Bond type | CA-CB | OS-CT | HC-CT | CT-CT | SY-OY | SY-OS |
| $r_{e q}(\AA)$ | 1.440 | 1.410 | 1.090 | 1.529 | 1.440 | 1.682 |
| $k_{\text {bond }}\left(\mathrm{kJ} . \mathrm{mol}^{-1} . \AA^{-2}\right)$ | 3924.6 | 2677.7 | 2217.5 | 2242.6 | 5857.6 | 2803.3 |
| Bond type | SY-OY | SY-OS | BZ-CN |  |  |  |
| $r_{e q}(\AA)$ | 1.440 | 1.682 | 1.588 |  |  |  |
| $k_{\text {bond }}\left(\mathrm{kJ} . \mathrm{mol}^{-1} . \AA^{-2}\right)$ | 5857.6 | 2803.3 | 1589.9 |  |  |  |

Table D. 10 - FF parameters: angle bending.

| Angle type | CZ-CM-CZ | NZ-CZ-CM | NZ-CZ-C* | CB-CB-CA | CZ-CB-C* |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\theta_{e q}$ (degrees) | 125.52 | 179.20 | 180.00 | 120.00 | 120.00 |
| $k_{\theta}\left(\mathbf{k J . m o l}{ }^{-1} \cdot \mathbf{r a d}^{-2}\right)$ | 251.0 | 146.4 | 1255.2 | 527.2 | 585.8 |
| Angle type | CZ-CA-C | CA-CA-CB | CZ-CB-CZ | OY-SY-OY | SY-OS-CT |
| $\theta_{e q}$ (degrees) | 120.00 | 120.00 | 109.50 | 119.00 | 113.05 |
| $k_{\theta}\left(\mathbf{k J . m o l}^{-1} \cdot \mathbf{r a d}^{-2}\right)$ | 585.8 | 527.2 | 585.8 | 870.3 | 836.8 |
| Angle type | HC-CT-HC | HC-CT-CT | OS-CT-HC | OS-CT-CT | OY-SY-OS |
| $\theta_{e q}($ degrees $)$ | 1077.80 | 110.70 | 109.50 | 109.50 | 106.70 |
| $k_{\theta}\left(\mathbf{k J . m o l}^{-1} \cdot \mathbf{r a d}^{-2}\right)$ | 276.2 | 313.8 | 292.9 | 418.4 | 1129.7 |
| Angle type | SY-OS-CT | CN-BZ-CN | NZ-CN-BZ |  |  |
| $\theta_{e q}($ degrees $)$ | 113.05 | 111.90 | 177.61 |  |  |
| $k_{\theta}\left(\mathbf{k J . m o l}^{-1} \cdot \mathbf{r a d}^{-2}\right)$ | 836.8 | 502.1 | 502.1 |  |  |

Table D. 11 - FF parameters: Ryckaert-Bellemans dihedral torsion.

| Dihedral type | *-CZ-CB-* | *-CB-CB-* | CB-CB-CA-CA | *-CB-CA-* |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{C}_{0}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 30.3340 | 4.7990 | 30.3340 |
| $\mathrm{C}_{1}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 1.7530 | 0.0000 |
| $\mathrm{C}_{2}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | -30.3340 | -5.2970 | -30.3340 |
| $\mathrm{C}_{3}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | -1.255 | 0.0000 |
| $\mathrm{C}_{4}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| $\mathrm{C}_{5}$ (kJ.mol ${ }^{-1}$ ) | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Dihedral type | *-CA-CZ-* | CB-CB-CB-CA | CB-CA-CA-CB | *-CA-CA-* |
| $\mathrm{C}_{0}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 4.7990 | 4.7990 | 30.3340 |
| $\mathrm{C}_{1}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 1.7530 | 1.7530 | 0.0000 |
| $\mathrm{C}_{2}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | -5.2970 | -5.2970 | -30.3340 |
| $\mathrm{C}_{3}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | -1.255 | -1.255 | 0.0000 |
| $\mathrm{C}_{4}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| $\mathrm{C}_{5}$ (kJ.mol ${ }^{-1}$ ) | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Dihedral type | HC-CT-CT-HC | HC-CT-CT-OS | HC-CT-OS-CB | CT-CT-OS-CB |
| $\mathrm{C}_{0}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.6276 | 1.0041 | 0.3347 | -2.9497 |
| $\mathrm{C}_{1}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 1.8828 | 2.9372 | 1.0041 | 5.6442 |
| $\mathrm{C}_{2}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 2.9957 |
| $\mathrm{C}_{3}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | -2.5104 | -3.9162 | -3.9330 | -5.6735 |
| $\mathrm{C}_{4}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| $\mathrm{C}_{5}$ (kJ.mol ${ }^{-1}$ ) | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Dihedral type | CT-OS-CB-CB | CT-OS-CB-CA | OS-CT-CT-OS | CA-CB-CB-CA |
| $\mathrm{C}_{0}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 9.1796 | 9.1796 | -3.6191 | 4.7990 |
| $\mathrm{C}_{1}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | -1.1297 | -1.1297 | -0.3891 | 1.7572 |
| $\mathrm{C}_{2}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | -8.0165 | -8.0165 | 9.7319 | -5.2969 |
| $\mathrm{C}_{3}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 5.7237 | -1.2552 |
| $\mathrm{C}_{4}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| $\mathrm{C}_{5}$ (kJ.mol ${ }^{-1}$ ) | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Dihedral type | NZ-CN-BZ-CN | OY-SY-OS-CT | SY-OS-CT-HC | SY-OS-CT-CT |
| $\mathrm{C}_{0}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 1.2468 | 0.0000 | 1.5690 |
| $\mathrm{C}_{1}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 3.4685 | 0.0000 | 4.7070 |
| $\mathrm{C}_{2}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| $\mathrm{C}_{3}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | -4.9873 | 0.0000 | -6.2760 |
| $\mathrm{C}_{4}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| $\mathrm{C}_{5}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Dihedral type | OS-CT-CT-HC |  |  |  |
| $\mathrm{C}_{0}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.9790 |  |  |  |
| $\mathrm{C}_{1}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 2.9371 |  |  |  |
| $\mathrm{C}_{2}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 |  |  |  |
| $\mathrm{C}_{3}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | -3.9162 |  |  |  |
| $\mathrm{C}_{4}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 |  |  |  |
| $\mathrm{C}_{5}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 |  |  |  |

Table D. 12 - FF parameters: improper torsion.

| Torsion type | CB-CB-CA-CZ | CB-CA-CA-CZ | CA-CA-CB-CZ |
| :--- | :---: | :---: | :---: |
| $\mathbf{k}_{\theta}(\mathrm{kJ} / \mathbf{m o l})$ | 4.602 | 4.602 | 4.602 |
| $\phi_{s}($ degrees $)$ | 180.0 | 180.0 | 180.0 |

## D. 3 Force-field parameters for IL cation



Figure D. 3 - Atomic name description for 1-Ethyl-3-methylimidazolium (EMIM).

Table D. 13 - FF parameters: atomic charges.

| Name | C52 | C53 | N54 | N55 | C56 | C57 | C58 | C59 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FF type | CA | CA | N | N | CT | CB | CT | CT |
| q ( $\|\mathrm{e}\|$ ) | 0.056 | -0.174 | 0.071 | 0.025 | 0.002 | 0.100 | -0.058 | -0.180 |
| Name | H60 | H61 | H62 | H63 | H64 | H65 | H66 | H67 |
| FF type | HC | HC | HC | HC | HC | HC | HC | HC |
| q ( $\|\mathrm{e}\|$ ) | 0.258 | 0.182 | 0.060 | 0.060 | 0.238 | 0.060 | 0.060 | 0.060 |
| Name | H68 | H69 | H70 |  |  |  |  |  |
| FF type | HC | HC | HC |  |  |  |  |  |
| q (\|e|) | 0.060 | 0.060 | 0.060 |  |  |  |  |  |

Table D. 14 - FF parameters: Lennard-Jones vdW.

| FF type | N | CT | HC | CA | CB |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\sigma(\AA)$ | 3.25 | 3.50 | 2.50 | 3.55 | 3.55 |
| $\epsilon(\mathrm{~kJ} / \mathbf{m o l})$ | 0.711 | 0.276 | 0.125 | 0.293 | 0.293 |

Table D. 15 - FF parameters: bond stretching.

| Bond type | N-CT | CT-CT | CT-HC | N-HC | CA-CA | CA-HC |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $r_{e q}(\AA)$ | 1.471 | 1.529 | 1.090 | 1.010 | 1.441 | 1.080 |
| $k_{\text {bond }}\left(\mathbf{k J} . \mathrm{mol}^{-1} . \AA^{-2}\right)$ | 3071.1 | 2242,6 | 2845.1 | 3631.7 | 3096.2 | 3071.1 |
| Bond type | CA-N | CB-N | CB-HC |  |  |  |
| $r_{e q}(\AA)$ | 1.369 | 1.369 | 1.075 |  |  |  |
| $k_{\text {bond }}\left(\mathbf{k J} . \mathrm{mol}^{-1} . \AA^{-2}\right)$ | 3807.4 | 3807.4 | 2845.1 |  |  |  |

Table D. 16 - FF parameters: angle bending.

| Angle type | CT-CT-CT | CT-CT-HC | HC-CT-HC | N-CT-CT | CT-N-CT |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\theta_{\text {eq }}$ (degrees) | 112.70 | 110.70 | 107.80 | 109.50 | 107.20 |
| $k_{\theta}\left(\mathrm{kJ} . \mathrm{mol}^{-1} \cdot \mathrm{rad}^{-2}\right)$ | 489.5 | 313.8 | 276.1 | 468.6 | 435.1 |
| Angle type | HC-CT-N | CT-N-HC | HC-CT-HC | HC-CT-CT | CT-CT-N |
| $\theta_{e q}$ (degrees) | 109.50 | 120.00 | 107.80 | 110.70 | 111.20 |
| $k_{\theta}\left(\mathbf{k J} . \mathrm{mol}^{-1} \cdot \mathrm{rad}^{-2}\right)$ | 292.9 | 292.9 | 276.2 | 313.8 | 1255.2 |
| Angle type | CT-N-CB | CT-N-CA | N-CA-CA | HC-CA-CA | $\mathrm{N}-\mathrm{CA}-\mathrm{HC}$ |
| $\theta_{e q}$ (degrees) | 121.70 | 126.76 | 106.20 | 130.70 | 122.08 |
| $k_{\theta}\left(\mathbf{k J} . \mathrm{mol}^{-1} \cdot \mathrm{rad}^{-2}\right)$ | 1087.9 | 1004.2 | 1506.2 | 585.8 | 669.4 |
| Angle type | N-CB-HC | CB-N-CA | N-CT-HC | N-CB-N | N-CA-HC |
| $\theta_{e q}$ (degrees) | 125.70 | 110.36 | 107.70 | 107.19 | 122.08 |
| $k_{\theta}\left(\mathbf{k J} . \mathrm{mol}^{-1} \cdot \mathrm{rad}^{-2}\right)$ | 669.4 | 627.6 | 836.8 | 1673.6 | 669.4 |

Table D. 17 - FF parameters: Ryckaert-Bellemans dihedral torsion.

| Dihedral type | HC-CT-CT-HC | CT-CT-CT-HC | CT-CT-CT-CT | HC-CT-CT-N |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{C}_{0}$ (kJ.mol ${ }^{-1}$ ) | 0.6282 | 0.6282 | 2.9316 | -4.1000 |
| $\mathrm{C}_{1}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 1.8846 | 1.8846 | -1.4657 | 5.0926 |
| $\mathrm{C}_{2}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.2094 | 2.9692 |
| $\mathrm{C}_{3}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | -2.5128 | -2.5128 | -1.6751 | -3.9618 |
| $\mathrm{C}_{4}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| $\mathrm{C}_{5}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Dihedral type | CT-CT-CT-N | CT-N-CT-CT | HC-CT-N-CT | *-CA-CA-* |
| $\mathrm{C}_{0}$ (kJ.mol ${ }^{-1}$ ) | 3.3378 | 1.7903 | 1.1726 | 30.3340 |
| $\mathrm{C}_{1}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | -1.5537 | 3.4948 | 3.5179 | 0.0000 |
| $\mathrm{C}_{2}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 2.8227 | 0.5360 | 0.0000 | -30.3340 |
| $\mathrm{C}_{3}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | -4.6067 | -5.8213 | -1.6751 | 0.0000 |
| $\mathrm{C}_{4}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| $\mathrm{C}_{5}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Dihedral type | *-CT-N_* | *-CA-N-* | *-CB-N-* | N-CA-CA-N |
| $\mathrm{C}_{0}$ (kJ.mol ${ }^{-1}$ ) | 0.0000 | 30.3340 | 30.3340 | 44.9780 |
| $\mathrm{C}_{1}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| $\mathrm{C}_{2}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | -30.3340 | -30.3340 | -44.9780 |
| $\mathrm{C}_{3}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| $\mathrm{C}_{4}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| $\mathrm{C}_{5}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Dihedral type | CB-N-CT-CT | CA-N-CT-CT | *-CB-N-* | N-CA-CA-N |
| $\mathrm{C}_{0}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 6.3806 | 6.3806 | 30.3340 | 44.9780 |
| $\mathrm{C}_{1}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.2970 | 0.2970 | 0.0000 | 0.0000 |
| $\mathrm{C}_{2}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | -0.1338 | -0.1338 | -30.3340 | -44.9780 |
| $\mathrm{C}_{3}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | -6.5437 | -6.5437 | 0.0000 | 0.0000 |
| $\mathrm{C}_{4}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| $\mathrm{C}_{5}\left(\mathrm{~kJ} . \mathrm{mol}^{-1}\right)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |

Table D. 18 - FF parameters: improper torsion.

| Torsion type | HC-N-CB-N | CA-HC-CA-N | CT-CB-N-CA |
| :--- | :---: | :---: | :---: |
| $\mathbf{k}_{\theta}\left(\mathbf{k J . m o l}{ }^{-1}\right)$ | 4.602 | 4.602 | 4.602 |
| $\phi_{s}($ degrees $)$ | 180.0 | 180.0 | 180.0 |

## appendix E

## Morphology of mixed solution of PEDOT:PSS - large system case

## Contents



In order to support the simulations performed at relatively small scale (box sidelength of 60 $\AA$ ), we probe morphology of mixed PEDOT:PSS solutions with IL EMIM:X at a larger scale in a simulation box of $120 \AA$ side length.

## E. 1 Definiton of the complementary domain analysis

For larger systems, cluster analysis is performed with a friends-of-friends algorithm finding all the molecules within a distance $r_{c}$ of $4.0 \AA$ like for the small systems. This analysis is useful to determine the number of clusters in the box, but is not sufficient at large scale to characterize precisely the structure of these clusters. Indeed, in a large cluster there could be crystallite domains of PEDOT arranged in $\pi-\pi$ stacking and our complementary analysis aim to provide the probability to find the number of PEDOT in these domains. We explain the algorithm as follows. Let us consider the carbon atoms of PEDOT backbone and as an example let us consider that we want
to test if 2 PEDOT units form a domain. For each carbon atom backbone of a PEDOT, we search the closest carbon atom backbone located on the other PEDOT unit. If at least half of the carbon backbone atoms of a PEDOT have a closest carbon backbone neighbor located on the other PEDOT within a cutoff of $6.0 \AA$, we admit that the two PEDOT units are in $\pi$ - $\pi$ stacking and the two PEDOT units form a "domain".

In order to distinguish the two cluster analysis in the subsequent sections, the friends-of-friends algorithm will be mentioned by "FoF" while the new $\pi-\pi$ stacking algorithm will be mentioned by "PPS".

## E. 2 Morphology of tri-EDOT:PTS solution



Figure E. 1 - Final snapshots of large tri-EDOT:PTS aqueous systems treated with $\times 96$ pairs of EMIM:X. For comparison, untreated aqueous PEDOT:PSS system is also shown. Color code: tri-EDOT (blue), PTS (green), X (red) and EMIM (yellow).

Figure E. 1 displays last snasphots of equilibrated large tri-EDOT:PTS aqueous systems in


Figure E. 2 - Zoom-in of the final snapshots for large tri-EDOT:PTS aqueous systems treated with $\times 96$ pairs EMIM:X. For comparison, untreated aqueous PEDOT:PSS system is also shown. Color code: tri-EDOT (blue), PTS (green), X (red). We do not display EMIM cation and PTS anions in systems treated with EMIM:X for clarity.
presence of $\times 96$ pairs of ILs. EMIM:CL and EMIM:ES have limited effect on the PEDOT:PTS structure (blue frame) that is similar to structure obtained for untreated PEDOT:PTS system (black frame). On the contrary, in presence of hydrophobic anions $\mathrm{X}=\mathrm{TCM}, \mathrm{TCB}$ and HCCP, the tri-EDOT:PTS matrix collapses into one large domain of tri-EDOT units (orange frame). In Figure E.2, we present zoom-in snapshots of the large tri-EDOT:PTS in order to show the local structure of the tri-EDOT aggregates. It appears clearly that TCM, TCB and HCCP anions are stitching tri-EDOT domains together, playing the role of anionic glue.

The FoF Cluster analysis (Figure E.3) performed on systems mixed with $\times 96$ pairs of EMIM:Cl or EMIM:ES show that at most a single large cluster of $\sim 40$ tri-EDOT units is formed, an observation similar to the one made for untreated tri-EDOT:PTS system. This feature reinforces the fact that these ILs have limited effect on the PEDOT:PSS complexes since most EMIM cations or CL and ES anions remain in solution (see probability to find $\sim 0-8 \mathrm{Cl}$ or $\sim 0-16 \mathrm{ES}$ anions in tri-

EDOT aggregates). In the other way, one large cluster gathering all the tri-EDOT units emerges and contains most of the hydrophobic IL anions ( $\sim 90$ TCM or $\sim 75-80$ TCB or $\sim 96$ HCCP).


Figure E. 3 - Tri-EDOT cluster composition using the FoF alorithm for large tri-EDOT:PTS aqueous systems mixed with $\times 96$ pairs of IL. Cluster analysis performed on large tri-EDOT:PTS aqueous system in absence of IL is displayed in red (tri-EDOT) and cyan (PTS).

The above analysis do not reveal a precise organization of the PEDOT units in term of $\pi-\pi$ stacking. The PPS analysis (Figure E.4) show that in absence of IL at most 10 tri-EDOT units
are in $\pi-\pi$ stacking (Figure E.4 red bars). This would not appear to be the case at first sight by looking at picture E.1 excepted that most of PTS anions are interacting and disturbing long $\pi$-stacked PEDOT chains. After insertion of EMIM:CL and EMIM:ES, longer chain in $\pi$ - $\pi$ stacking emerge (at most $\sim 35,38$ PEDOT respectively) given that PTS anions are more solvated in water du to its interaction with the ionic liquid. Finally after insertion of EMIM:TCM or EMIM:TCB, one single domain emerges and the PPS analysis show that most of the PEDOT units form a long chain of 80-88 PEDOT units in $\pi-\pi$ stacking. The conclusion is different after insertion of EMIM:HCCP where the large cluster of EMIM:HCCP is characterized by plenty of small domain of PEDOT in $\pi-\pi$ stacking (domains of at most $\sim 16$ PEDOT units). The bulkier HCCP anion seem to disturb the long $\pi$ stacked PEDOT chains.

The $\operatorname{RDF}(\mathrm{C}-\mathrm{S})$ curves displayed in Figure E. 5 confirm that the nano-segregation is stronger in presence of hydrophobic anions TCM, TCB or HCCP anions compared to hydrophilic Cl and ES anions as illustrated by the overall decrease exhibited by $\operatorname{RDF}(\mathrm{C}-\mathrm{S})$ in presence of these hydrophilic anions.

We calculated also the radial distribution $\operatorname{RDF}(\mathrm{C}-\mathrm{C})$ between closest PEDOT backbone carbons and corresponding coordination number $\mathrm{CN}(\mathrm{C}-\mathrm{C})$ for large tri-EDOT:PTS systems (Figure E.6.). The RDF(C-C) and CN(C-C) for larger systems in presence of EMIM:Cl and EMIM:ES have the same pattern as for the untreated larger tri-EDOT:PTS system. We see that the RDF(C-C) present a high bump over $\mathrm{d} / \mathrm{d}_{\pi}=15$ in case of untreated and treated systems with EMIM:Cl and EMIM:ES, because for a given PEDOT, most of the tri-EDOTs are located far away in the simulation box which is consistent with the snapshots of Figure E. 1 However, in presence of TCM TCB and HCCP the bump is displaced over $\mathrm{d} / \mathrm{d}_{\pi} \sim 3-6$ because most of the PEDOT are gathered into a single cluster which explains the higher peaks.

Simulations performed for large tri-EDOT:PTS systems seem to confirm the ion exchange mechanism between PEDOT:PSS and EMIM:X.


Figure E. 4 - Number of units in PEDOT domains in $\pi-\pi$ stacking using the PPS algorithm for large tri-EDOT:PTS aqueous systems without (red bars) and mixed with $\times 96$ pairs of IL (blue bars).


Figure E. 5 - Radial distribution function between carbon atoms of PEDOT backbone and sulfonate group of PTS (RDF(C-S)) for large tri-EDOT:PTS systems mixed with $\times 96$ or $\times 192$ pairs of IL EMIM:X.


Figure E. 6 - A) Radial distribution $\operatorname{RDF}(\mathrm{C}-\mathrm{C})$ between closest PEDOT backbone carbon for large tri-EDOT:PTS systems mixed with $\times 96$ pairs of IL EMIM:X. B) Corresponding coordination number CN(C-C).

## E. 3 Morphology of tri-EDOT:16SS solution



Figure E. 7 - Final snapshots for large tri-EDOT:16SS aqueous systems treated with $\times 96$ pairs EMIM:X. For comparison, untreated aqueous PEDOT:PSS system is also shown. Color code: tri-EDOT (blue), 16SS (green), X (red) and EMIM (yellow).

Simulations on large tri-EDOT:16SS aqueous systems are performed in a similar way. A change of morphology of the PEDOT:PSS mixture is less visible because 16SS chain entanglements prevent a complete nanosegregation to take place, at least within the timescale of our simulations.

In Figure E.8, we present zoom-in snapshots of the large tri-EDOT:16SS in order to show the local structure of the tri-EDOT aggregates. Also, for the tri-EDOT:16SS case, TCM, TCB and HCCP anions are stitching tri-EDOT domains together.

We also performed cluster analysis (Figure E.9) to determine the composition of PEDOT clusters. Untreated large tri-EDOT:16SS aqueous system and systems treated with EMIM: Cl and EMIM:ES present similar tri-EDOT clusters composed of $\sim 1-8$ units. This is consistent with the observation that only a limited number of IL anions bind to the tri-EDOT units as well. Despite the presence of 16 SS chains, IL anions $\mathrm{TCM}, \mathrm{TCB}$ and HCCP still have an effect on the resulting


Figure E. 8 - Zoom-in of the final snapshots for large tri-EDOT:16SS aqueous systems treated with $\times 96$ pairs EMIM:X. For comparison, untreated aqueous PEDOT:PSS system is also shown. Color code: tri-EDOT (blue), 16SS (green), X (red). We do not display EMIM cation and 16SS chains in systems treated with EMIM:X for clarity.

PEDOT:PSS complexes as fewer and larger tri-EDOT clusters surrounded by IL anions emerge.
The above analysis do not reveal the organization of the PEDOT units in term of $\pi-\pi$ stacking. The PPS analysis (Figure E.10) show that in absence of IL at most 10 tri-EDOT units are in $\pi-\pi$ stacking (Figure E.10 red bars) which is similar to the number of PEDOT units ( $\sim 10-16$ ) in $\pi-\pi$ stacking after insertion of EMIM:Cl or EMIM:ES. After insertion of EMIM:TCM, EMIM:TCB or EMIM:HCCP, there is emergence of large domains of PEDOT in $\pi-\pi$ stacking ( $\sim 40-56$ PEDOT units) which shows indeed that these IL gather the PEDOT units into large extended domain of PEDOT units.

RDF(C-S) calculated between the backbone carbon atoms of tri-EDOT units and sulfonate groups of 16 SS chains (Figure E.11 display also damped distributions for $\mathrm{X}=\mathrm{TCM}, \mathrm{TCB}$ and HCCP compared to the distribution obtained for untreated PEDOT:PSS systems. We conclude that these anions induce a segregation between PEDOT and PSS. On the contrary, RDF(C-S) for


Figure E. 9 - Tri-EDOT cluster composition for tri-EDOT:16SS large aqueous systems mixed with $\times 96$ pairs of IL. Cluster analysis performed on large aqueous system of tri-EDOT:PTS in absence of IL is displayed in red (tri-EDOT).
systems containing $\mathrm{X}=\mathrm{Cl}$ and ES do not display major change compared to $\mathrm{RDF}(\mathrm{C}-\mathrm{S})$ calculated for untreated PEDOT:PSS system, pointing towards a poorly segregating efficiency of these anions.

We calculated the radial distribution $\operatorname{RDF}(\mathrm{C}-\mathrm{C})$ between closest PEDOT backbone carbons and corresponding coordination number $\mathrm{CN}(\mathrm{C}-\mathrm{C})$ for large tri-EDOT:16SS systems (Figure E.12). The


Figure E. 10 - Number of units in PEDOT domains in $\pi-\pi$ stacking using the PPS algorithm for large tri-EDOT:16SS aqueous systems without (red bars) and mixed with $\times 96$ pairs of IL (blue bars).


Figure E. 11 - Radial distribution functions between carbon atoms of PEDOT backbone and sulfonate group of PTS ( $\operatorname{RDF}(\mathrm{C}-\mathrm{S})$ ) for tri-EDOT:16SS large systems mixed with $\times 96$ or $\times 192$ pairs of IL EMIM:X.

RDF(C-C) and CN(C-C) for larger systems in presence of EMIM:Cl and EMIM:ES have the same pattern as for the untreated larger tri-EDOT:PTS system. Conversely, the $\mathrm{RDF}(\mathrm{C}-\mathrm{C})$ in presence of TCM, TCB and HCCP present higher peaks, corresponding to shorter tri-EDOT domains stitched together by X anions. Therefore, the $\mathrm{CN}(\mathrm{C}-\mathrm{C})$ have higher values at short distance in presence of these ILs compared to system with EMIM:Cl, EMIM:ES or untreated system whose CN(C-C) is shifted.


Figure E. 12 - A) Radial distribution RDF(C-C) between closest PEDOT backbone carbon for large tri-EDOT:16SS systems mixed with $\times 96$ pairs of IL EMIM:X. B) Corresponding coordination number $\mathrm{CN}(\mathrm{C}-\mathrm{C})$.

## E. 4 Morphology of 6EDOT:16SS solution



Figure E. 13 - Final snapshots of 6EDOT:16SS large aqueous systems treated with $\times 96$ pairs EMIM:X. For comparison, untreated aqueous PEDOT:PSS system is also shown. Color code: 6EDOT (blue), 16SS (green), X (red) and EMIM (yellow).

Simulations are performed for 6EDOT:16SS large systems. Final snapshots are displayed in Figure E.13 as well as zoom-in snapshots of 6EDOT:16SS complexes in Figure E. 14 As already noticed for 6EDOT:16SS small aqueous systems, a precise identification of PEDOT clusters become more difficult due to existing interconnexion between longer PEDOT chains. However, analysis of cation and anion populations in PEDOT cluster are in agreement with previous set of smaller-size simulations.

The PPS analysis (Figure E.16) show that in absence or presence of IL, $\sim 106$ EDOT units are in $\pi-\pi$ stacking (Figure E.16, red bars), showing that entanglement between 6EDOT and 16SS chains kinetically trap the system and IL has a limited effect on the PEDOT:PSS morpology.

Entanglements between longer PEDOT chains seem to slow down, at least within our simulation timescale, nano-segregation between PEDOT and PSS chains. The decrease in RDF(C-S)


Figure E. 14 - Zoom-in of the final snapshots for large 6EDOT:16SS aqueous systems treated with $\times 96$ pairs EMIM:X. For comparison, untreated aqueous PEDOT:PSS system is also shown. Color code: tri-EDOT (blue), 16SS (green), X (red). We do not display EMIM cation in systems treated with EMIM: X for clarity.
distribution in Figure E.17 is moderate in presence of hydrophobic anions $\mathrm{X}=\mathrm{TCM}, \mathrm{TCB}$ and HCCP but still noticeable while $\mathrm{RDF}(\mathrm{C}-\mathrm{S})$ for $\mathrm{X}=\mathrm{Cl}$ and ES are very similar to distribution obtained for untreated PEDOT:PSS system. These observations suggest that there exists a partial (at our simulation timescale) nano-segregation between 6EDOT and 16PSS in presence of TCM, TCB and HCCP anions while PEDOT:PSS complexes remains unchanged in presence of Cl or ES anions.

We calculated the radial distribution $\operatorname{RDF}(\mathrm{C}-\mathrm{C})$ between closest PEDOT backbone carbons and corresponding coordination number $\mathrm{CN}(\mathrm{C}-\mathrm{C})$ for large 6EDOT:16SS systems (Figure E.18). The $\operatorname{RDF}(\mathrm{C}-\mathrm{C})$ for untreated system display only two peaks, corresponding to a situation where at most 3-4 PEDOT units are in pi-pi stacking simultaneously locally. In presence of EMIM:Cl and EMIM:ES, there are four peaks lower than those in presence of EMIM:TCM, EMIM:TCB or EMIM:HCCP. Consequently, the $\mathrm{CN}(\mathrm{C}-\mathrm{C})$ are shifted toward greater values for the untreated


Figure E. $15-6$ EDOT cluster composition for 6 EDOT: 16 SS large aqueous systems mixed with $\times 96$ pairs of IL. Cluster analysis of big aqueous system of tri-EDOT:PTS in absence of IL is displayed in red (6EDOT).
system and system treated with EMIM: Cl and EMIM:ES. These curves suggest that a minor change of the PEDOT:PSS morphology is induced by addition of IL: the PEDOT chains are more in $\pi-\pi$ stacking when IL is present and this effect is more important with EMIM:TCM, EMIM:TCB and EMIM:HCCP.


Figure E. 16 - Number of units in PEDOT domains in $\pi-\pi$ stacking using the PPS algorithm for large 6EDOT:16SS aqueous systems without (red bars) and mixed with $\times 96$ pairs of IL (blue bars).


Figure E. 17 - Radial distribution function between carbon atoms of PEDOT backbone and sulfonate group of PTS (RDF $(\mathrm{C}-\mathrm{S})$ ) for 6EDOT:16SS large aqueous systems mixed with $\times 96$ or $\times 192$ pairs of IL EMIM:X.


Figure E. 18 - A) Radial distribution RDF(C-C) between closest PEDOT backbone carbon for large 6EDOT:16SS systems mixed with $\times 96$ pairs of IL EMIM:X. B) Corresponding coordination number CN(C-C).

## E. 5 Morphology of 6EDOT:PTS



Figure E. 19 - Final snapshots of 6EDOT:PTS large aqueous systems treated with $\times 96$ pairs EMIM:X. For comparison, untreated aqueous PEDOT:PSS system is also shown. Color code: 6EDOT (blue), PTS (green), X (red) and EMIM (yellow).

Finally, simulations are performed for 6EDOT:PTS large systems. Final snapshots are displayed in Figure E.19 as well as zoom-in snapshots of 6EDOT:PTS complexes in Figure E.20 It is clear from the snapshots that there is a change of morphology of the 6EDOT:PTS systems. In presence of hydrophobic TCM, TCB and HCCP, the 6EDOT units gather into a single large cluster stitched by the anions (80-90 anions according to cluster analysis in Figure E.21). On the contrary, several clusters remains after treatment with EMIM:Cl or EMIM:ES like for the untreated systems.

The PPS analysis (Figure E.22) show that in absence or presence of EMIM:Cl or EMIM:ES, ~ 10 6EDOT units are in $\pi-\pi$ stacking (Figure E.22), while up to 16 and 40 units in $\pi-\pi$ stacking emerge respectively after insertion of EMIM:TCM and EMIM:TCB. We notice that the bulkier anion HCCP disturb the stacking of the PEDOT chain ( $\sim 106$ EDOT units are in $\pi-\pi$ ), although only one cluster of PEDOT units emerge (Figure E.19).


Figure E. 20 - Zoom-in of the final snapshots for large 6EDOT:PTS aqueous systems treated with $\times 96$ pairs EMIM:X. For comparison, untreated aqueous PEDOT:PTS system is also shown. Color code: tri-EDOT (blue), PTS (green), X (red). We do not display EMIM cation in systems treated with EMIM: X for clarity.

The decrease in $\operatorname{RDF}(\mathrm{C}-\mathrm{S})$ distribution in Figure E.23 right picture, is important in presence of hydrophobic anions $\mathrm{X}=\mathrm{TCM}, \mathrm{TCB}$ and HCCP but moderate $\mathrm{X}=\mathrm{Cl}$ and ES are very similar to distribution obtained for untreated PEDOT:PSS system. These observations suggest that there exists a nano-segregation between 6EDOT and PTS in presence of TCM, TCB and HCCP anions while PEDOT:PSS complexes remains unchanged in presence of Cl or ES anions.

We calculated the radial distribution $\operatorname{RDF}(\mathrm{C}-\mathrm{C})$ between closest PEDOT backbone carbons for 6EDOT:PTS systems (Figure E.23 left picture). The $\mathrm{RDF}(\mathrm{C}-\mathrm{C})$ for untreated system display only two peaks, corresponding to a situation where at most 5-6 PEDOT units are in pi-pi stacking simultaneously locally like in presence of EMIM:Cl and EMIM:ES. However, in presence of EMIM:TCM, EMIM:TCB or EMIM:HCCP, a higher number of peaks appears up to $\mathrm{d} / \mathrm{d}_{\pi}=8$ which is consistent with the presence of a single cluster made of extended domains of PEDOT in $\pi-\pi$ stacking.


Figure E. $21-6$ EDOT cluster composition for 6EDOT:16SS large aqueous systems mixed with $\times 96$ pairs of IL. Cluster analysis of big aqueous system of tri-EDOT:PTS in absence of IL is displayed in red (6EDOT).


Figure E. 22 - Number of units in PEDOT domains in $\pi-\pi$ stacking using the PPS algorithm for large 6EDOT:PTS aqueous systems without (red bars) and mixed with $\times 96$ pairs of IL (blue bars).


Figure E. 23 - Right) Radial distribution RDF(C-C) between closest PEDOT backbone carbon for large 6EDOT:PTS systems mixed with $\times 96$ pairs of IL EMIM:X. Left) Radial distribution function between carbon atoms of PEDOT backbone and sulfonate group of PTS (RDF(C-S)) for 6EDOT:PTS large aqueous systems mixed with $\times 96$ pairs of IL EMIM:X.

## appendix F

# Supplemental material for the Umbrella Sampling calculation for tri-EDOT: $X$ and EMIM: X ion pairs and ion exchange energy 

## Contents

## F. 1 Error on the PMF calculations for ion pairs and ion exchange energy

We estimate the statistical error of each PMF calculated between tri-EDOT:X and EMIM:X where X is $\mathrm{Cl}, \mathrm{ES}, \mathrm{TCM}, \mathrm{TCB}, \mathrm{HCCP}$ or PTS. Subsequently, we deduce the error for the ion exchange free energy $\Delta \Delta G_{x}$. The standard deviation of each PMF is computed from 200 PMFs generated using the bayesian bootstrap technique described by Hub et al. [305] and implemented in the version 5.1.4 of gromacs. In a few words, the bayesian bootstrap technique generate new PMFs by selecting randomly histograms among the 200 histograms generated provided that there is overlapping between the randomly chosen histograms. In Figure F.1 we plotted the standard
deviation and the PMFs respectively for 3EDOT:X while the standard deviation and the PMF for EMIM:X is shown in Figure F.2.

The standard deviation calculated from 200 PMFs using the bayesian bootstrap technique converges when the reaction coordinate $\xi$ increases (blue full curves). We recall that the ion exchange free energy is expressed as following as a function of the binding free energy for each ion pair:

$$
\begin{align*}
\Delta \Delta G_{x} & =\Delta G_{b}(E M I M: P T S)+\Delta G_{b}(\operatorname{tri}-E D O T: X) \\
& -\Delta G_{b}(\operatorname{tri}-E D O T: P T S)-\Delta G_{b}(E M I M: X) \tag{F.1}
\end{align*}
$$

The standard deviation $\Delta[\ldots]$ for the ion exchange free energy $\Delta\left[\Delta \Delta G_{x}\right]$ is calculated by summing the standard deviation of each binding energy:

$$
\begin{align*}
\Delta\left[\Delta \Delta G_{x}\right] & =\Delta\left[\Delta G_{b}(E M I M: P T S)\right]+\Delta\left[\Delta G_{b}(\operatorname{tri}-E D O T: X)\right] \\
& +\Delta\left[\Delta G_{b}(\operatorname{tri}-E D O T: P T S)\right]+\Delta\left[\Delta G_{b}(E M I M: X)\right] \tag{F.2}
\end{align*}
$$

The standard deviation are shown again in Table F. 1 with the values of the ion binding free energies $\Delta G_{b}$ and the ion exchange free energies $\Delta \Delta G_{x}$.

Table F. 1 - Ion binding and ion exchange free energies ( $\mathrm{kJ} / \mathrm{mol}$ ).

| X | $\Delta G_{b}$ (EMIM:X) | $\Delta G_{b}$ (tri-EDOT:X) | $\Delta \Delta G_{x}^{a}$ |
| :---: | :---: | :---: | :---: |
| PTS | $-2.6 \pm 0.6$ | $-2.8 \pm 0.6$ |  |
| $\overline{\mathrm{C}}$ | -1.9 ${ }^{\text {土 }} \overline{0} . \overline{4}$ | $-\overline{1} . \overline{8} \pm 0.4$ | $\overline{0} . \overline{3} \pm{ }^{-}{ }^{-1}{ }^{-}$ |
| ES | $-2.8 \pm 0.5$ | $-3.0 \pm 0.6$ | $0.0 \pm 2.3$ |
| TCM | $-7.1 \pm 0.5$ | $-18.3 \pm 0.5$ | $-11.0 \pm 2.2$ |
| TCB | $-2.6 \pm 0.4$ | $-11.2 \pm 0.5$ | $-8.4 \pm 2.1$ |
| HCCP | $-3.2 \pm 0.5$ | $-17.3 \pm 1.3$ | $-13.9 \pm 3.0$ |

By taking account of the error for the ion exchange free energy $\Delta\left[\Delta \Delta G_{x}\right]$, we ensure that the dispersion of $\Delta \Delta G_{x}$ around the mean in presence of EMIM: Cl and EMIM:ES yields only range of positive values for $\Delta \Delta G_{x} \pm \Delta\left[\Delta \Delta G_{x}\right]$, indicating a limited ion exchange between tri-EDOT:PTS
and these ILs (lines 2 and 3 of Table F.1. Conversely, the dispersion around the mean in presence of EMIM:TCM, EMIM:TCB and EMIM:HCCP leads to negative values for $\Delta \Delta G_{x} \pm \Delta\left[\Delta \Delta G_{x}\right]$ which supports ion exchange between these ILs and tri-EDOT:PTS (lines 4,5 and 6 of Table F.1).


Figure F. 1 - Standard deviation of the potential of mean force calculated for tri-EDOT:X pairs.


Figure F. 2 - Standard deviation of the potential of mean force calculated for EMIM:X pairs.

## F. 2 Umbrella sampling histograms

The histograms of the biased simulations showing the motion of the anion restrained by the harmonic potential along the reaction coordinate $\xi$ are presented in this section. In Figure F.3 we present a typical set of histograms (200 histograms) used to derive the PMF. In particular, the plot displays the histograms used to compute the PMF for EMIM and ES ion pair. There is sufficient overlapping between histograms so that the PMF can be reconstructed properly by applying the weight histogram analysis method (WHAM).


Figure F. 3 - Histograms of the biased simulations for EMIM:ES ion pair.

## F. 3 PEDOT:X and EMIM:X complexes snapshots

We also displayed the equilibrated geometries of tri-EDOT:X complexes after water solvation in Figure F. 4 as well as initial geometries of EMIM:X complexes after water solvation in Figure F. 5 It is also clear from the snapshots that the COM-COM distance along the reaction coordinate (long side of the box) between tri-EDOT and PTS is higher than for tri-EDOT and ES. Also, the COM-COM distance along the reaction coordinate between EMIM and PTS is higher than for EMIM and ES.


Figure F. 4 - Equilibrated complexes of tri-EDOT:X in our US simulations.


Figure F. 5 - Equilibrated complexes of EMIM-EDOT:X in our US simulations.

## F. 4 Comparison between our PMFs/binding constant to data literature

We highlight in this section a step-by-step comparison between our calculations and those perform in the literature, in particular from the work of Yee and co-workers [307]. The PMF calculations and association constants for 3EDOT:X are new, but some of them involving the imidazolium-based IL EMIM:X has been investigated in the litterature.

First of all the principle of the calculation is to derive the potential of mean force (PMF) as explained in section 5.3.2 We used the umbrella sampling (US) technique in our work which was different from those used by Yee and co-workers that consists of the adaptative biasing force method (ABF). Instead of applying an harmonic biased potential to the hamiltonian of the system like in the US technique 3.3.5, the ABF method consists of applying a mean force opposed to the force along the reaction coordinate in order to derive the average force $\langle F(\xi)\rangle$ along the reaction coordinate $\xi$.

We notice first that the systems in the work of Yee and co-workers contains only 3150 waters and one IL pair (anion:cation) molecules while ours contain $\sim 6450$ water and one IL pair for a volume box of $\mathrm{V}=4 \mathrm{~nm} \times 4 \mathrm{~nm} \times 12 \mathrm{~nm}=192 \mathrm{~nm}^{3}$. The cencontration of IL in the PMF box is $c$ $=8.6 \mathrm{mMol} / \mathrm{l}$ and the density of IL is $\rho=0.005 \mathrm{ion} / \mathrm{nm}^{3}$. We suppose that the volume occupied by the IL pairs is small compared to water molecules and we deduce that the volume of the box used in the work of Yee and co-workers is $\mathrm{V} \sim 94 \mathrm{~nm}^{3}$. The cencontration of IL in the PMF box is $c=17 \mathrm{mMol} / \mathrm{l}$ and the density of IL is $\rho=0.010 \mathrm{ion} / \mathrm{nm}^{3}$.

Also, the setup of the cutoff for the van der Waals interactions in our work is 14 and the PME grid size is $1.0 \AA$ which is similar to the work of Yee and co-workers.

It is important to notice that the box side length is not specified in their work but the reaction coordinate length for which is the free energy is calculated is set up between 2-12 $\AA$ between the ions, which is smaller than ours in general (2.5-55 $\AA$ ). It is understandable that their box side length is much smaller along the reaction coordinate and that this small range would garantee that there is influence of PBC while calculating the PMF.

Hence, we follow their protocol and calculated the RDF from the PMF calculation. By refering $r$ as the distance between the two ions we used the following equation, considering that thee binding
free energy is equivalent to the PMF along the reaction coordinate $r\left(\mathrm{PMF} \equiv \Delta G_{b}(r)\right)$ :

$$
\begin{equation*}
\Delta G_{b}(r)=-k_{B} T \ln g(r) \tag{F.3}
\end{equation*}
$$

We display in Figure F. 6 the PMF obtained for EMIM:Cl and EMIM:ES both in our work and in the work of Yee and co-workers. Given that force-field parameters and box size are completely different between our simulations and theirs we note however that there is a common trend: the binding energy is higher between EMIM and ES than EMIM and Cl. The binding energies in our work was indeed -1.9 and $-2.8 \mathrm{~kJ} / \mathrm{mol}$ for EMIM:Cl and EMIM:ES while the work of Yee and co-workers the binding energies was -1.2 and $-3.9 \mathrm{~kJ} / \mathrm{mol}$.


Figure F. 6 - A) PMF for EMIM:Cl and EMIM:ES calculated by us. B) PMF for EMIM: Cl and EMIM:ES calculated by Yee and co-workers. Picture adapted from ref. [307] (J. Phys. Chem. B, 2013, 117, 12556-12566, Figures 2, Copyright 2020 with permission from ACS).

From the PMF, we extract the radial distribution function (RDF) according to the equation F. 3 which are shown in Figure F.7. picture A. The RDF are thus higher at short distance for EMIM:ES than for EMIM: Cl for both cases (see picture B). The interaction between the cation and the anion vanished when the RDF tends to $\sim 1$. We display also the corresponding CN in picture C ) and D ). Our results are consistent with the work of Yee and co-workers given that our CN integrated up to $\sim 12 \AA$ give a $\mathrm{CN} \approx 0.06$ (picture C ) which displays a $\mathrm{CN} \approx 0.02$ for EMIM: Cl and a $\mathrm{CN} \approx 0.05$ for EMIM:ES.

An important remark is that the coordination number CN integrated over the box does not tend toward one in practice. In order to highlight this let us remind the equation of the CN number:

$$
\begin{equation*}
C N\left(R_{e q}=\int_{0}^{r_{e q}} 4 \pi r^{2} \rho g(r) d r\right) \tag{F.4}
\end{equation*}
$$

The density of IL pair $\rho$ is a fixed value and at large value of $r$ (separation distance between cation and anion) the radial distribution tend to $\sim 1$. Hence, it is obvious that the CN will not tend to a fixed values as the integration of $\mathrm{g}(\mathrm{r}) \sim 1$ will give $\mathrm{CN} \sim \frac{4}{3} \pi \mathrm{r}^{3}$.


Figure F. 7 - A) RDF derived from PMF for EMIM:Cl and EMIM:ES calculated by us. B) RDF derived from PMF for EMIM: Cl and EMIM:ES calculated by Yee and co-workers. Pictures adapted from ref. [307] (J. Phys. Chem. B, 2013, 117, 12556-12566, Figures 3 and 5, Copyright 2020 with permission from ACS).

This trend can be oberved on Figure F.8 where we plot the CN from the RDF (see Figure 5.12) calculated by using equation F.4. It can be seen that the CN for tri-EDOT:TCB, tri-EDOT:TCM and tri-EDOT:HCCP display sharp increase at small value of $r$ corresponding to the peaks of the
corresponding rdf at such values (see Figure 5.12).


Figure F. 8 - A) CN calculated from RDF for EMIM:X and tri-EDOT:X in our work (zoomed at short values of r). B) CN calculated from RDF for EMIM:X and tri-EDOT: X in our work.

Let us remind the concentration of each species at equilibrium if we denote by $\alpha$, the degree of dissociation.

$$
\begin{equation*}
[C A]=(1-\alpha) c ; \quad\left[A^{-}\right]=\left[C^{+}\right]=\alpha c \tag{F.5}
\end{equation*}
$$

where the cation concentration is $\left[\mathrm{C}^{+}\right]$, anion concentration is $\left[\mathrm{A}^{-}\right]$and complex concentration is also [AC]. The association constant can be written in term of the degree of dissociation and concentration $c$ of IL:

$$
\begin{equation*}
K_{A}=\frac{(1-\alpha)}{\alpha^{2} c} \tag{F.6}
\end{equation*}
$$

The degree of dissociation can be estimated by the ratio over the number of available free ions at equilibrium $\mathrm{R}_{e q}$ (which is the CN number integrated up to $\mathrm{R}_{e q}$ ) over the total number of available
free ions (which is the CN number integrated up to $R \sim \infty$ ):

$$
\begin{equation*}
\alpha=1-\frac{\int_{0}^{R} 4 \pi r^{2} \rho g(r) d r}{\int_{0}^{\infty} 4 \pi r^{2} \rho g(r) d r} \tag{F.7}
\end{equation*}
$$

One has to be very careful for the above equation F.7 because Yee and co-workers assume that $\int_{0}^{\infty} 4 \pi r^{2} \rho g(r) d r \sim 1$ to compute the association constant. By doing the calculations, we found that the CN at large values was increasing like $\mathrm{CN} \sim \frac{4}{3} \pi \mathrm{r}^{3}$ because we derive the CN from the PMF calculations. Their assumption was a way to get rid of the actual box size because whatever the box size is the CN number would be always one in principle. We decide to follow their method in order to compare their results and ours.

Hence, from the CN number we thus calculate the association constant $K_{A}$ :

$$
\begin{equation*}
K_{A}=\frac{[C A]}{\left[C^{+}\right]\left[A^{-}\right]} \tag{F.8}
\end{equation*}
$$

which can be rewritten as:

$$
\begin{equation*}
K_{A}=\frac{(1-\alpha)}{\alpha^{2} c}=\frac{C N\left(R_{e q}\right)}{\left(1-C N\left(R_{e q}\right)\right)^{2} c} \tag{F.9}
\end{equation*}
$$

We thus used our CN calculated to deduce the association constant that we compare with those found by Yee and co-workers. We summarize the association constant for EMIM:Cl and EMIM:ES in Table.

Table F. 2 - Association constants for EMIM:Cl and EMIM:ES. Comparison between our results and results of Yee and Co-workers.

| Complex | $K_{A}$ in dm ${ }^{3}$.mol (Our work) | $K_{A}$ in $\mathrm{dm}^{3} . \mathrm{mol}$ (ref. [307]) |
| :---: | :---: | :---: |
| EMIM:Cl | 0.18 | $0.48 \pm 0.6$ |
| $\overline{\mathrm{E}} \overline{\mathrm{M}} \overline{\mathrm{I}} \overline{\mathrm{M}}: \overline{\mathrm{E}} \overline{\mathrm{S}}$ | $\overline{0} .50$ | $\overline{1} . \overline{3} 3 \overline{ \pm} \overline{0} . \overline{6}$ |

Altough we do not obtain the same values for the association constant for both cases because the box size and force field parameters used are different, the association constant is higher for EMIM:ES complex than for EMIM: Cl for both cases.
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## Ambroise de Izarra ( 암브로워즈 드 이잘라 )

## 고분자전해질 자기조립 전산모사 : DNA 상 금나노입자 조립 및 이온성액체에 의한 PEDOT:PSS 자기조립 조절

고분자전해질은 용액상에서 전하를 띄는 고분자로서, 생물학적, 산업적으로 중요하다 . 자기조립에 대한 이해가 향상되었음에도 불구하고, 자기조립 구조 및 특성의 예측은 물론 정확한 관찰조차 여전히 힘들다. 자기조립 특성이 주로 정전기적 상호작용에 의해 제어되기는 하나 여전히 수많은 원자 간 다양한 상호작용의 미세한 절충의 결과이고, 실험 조건, 전해질 특성, 온도, 용매 같은 많은 실험 변수에 민감하게 변하기 때문이다 . 본 논문의 목적은, 슈퍼컴퓨터를 활용한 분자 수준 전산모사, 즉 분자모델링을 통해 자기조립 현상을 분자 수준에서 관찰하고, 원천적으로 이해하고 예측하는 것이다. 산업적 활용이 가능한 두 자기조립 현상에 집중하여, DNA 상에 금 나노입자를 자기조립시켜 기능화하는 과정의 몬테카를로 모사와 PEDOT:PSS 수용성 전도성 고분자의 전기전도도가 이온성액체로 개선되는 기작의 분자동력학 모사를 수행한다 .

핵심어: 전해질, 전산모사, 몬테카를로 모사, 분자동력학
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[^2]:    ${ }^{a} R_{i}$ is the initial CM-CM distance between cation and anion for complexes obtained from previous DFT calculations (ref. [201]).
    ${ }^{b} R_{e q}$ is the CM-CM distance corresponding to the minimum in PMF curves.
    ${ }^{c} R_{C}$ is the CM-CM distance corresponding to the position after the endpoint.
    $\mathrm{K}_{A}$ is in $\mathrm{dm}^{3} \cdot \mathrm{~mol}^{-1}$.

