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Abstract: The goal of a tour recommendation is to recommend the best destinations according to the
preferences of each tourist. The task of tour recommendation is challenging in that it not only has to
consider the ratings, as do existing traditional recommendation problems, but it must also consider
the personalization of the unique characteristics, such as diversity, travel distance, and popularity
of the travel destination, which previous studies have failed to take into account. In this paper, we
propose, for the first time, aspect personalization: we find out how important each user considers
the diversity, distance and popularity of a travel destination when choosing where to visit. Then,
we provide recommendations on tourist attractions by combining the personalized score for each
factor and the predicted score. For the evaluation, we gathered user ratings and metadata of POIs
from TripAdvisor and Naver. Experimental results showed that the proposed method had an 82%,
24% and 20% improvement in precision and a 129%, 35% and 22% improvement in recall in terms of
top-1, top-2 and top-3 recommendations.

Keywords: tour recommendation; diversification; taste variations; personalization; user taste prediction

1. Introduction

Tourism is one of the largest leisure industries. Nearly 1.45 billion people travel
and spend USD 1.48 trillion every year [1]. As both private and public transportation
improves, the number of new travelers and possible travel destinations has increased.
Because of the increase, travelers are required to spend an extensive time making a proper
decision. To efficiently review increased destination options, points-of-interest (POIs) data
of massive user experience on the Internet can be used [2,3]. With countless amounts of
data, recommender systems can assist a user’s decision making based on one’s personal
preference [4,5]. For tour recommendations, tourism-related data collected from social
media are expected to be significant for suggesting personalized POIs. The aim of this study
is to develop a recommender system that provides suitable POIs to users.

The factors that must be considered when choosing a destination vary from person to
person. Some travelers prefer popular destinations that are close to their accommodation,
while other travelers may prefer to visit not-well-known, hidden spots. Some travelers may
want to visit a variety of venues, such as parks, museums and shopping malls, while others
may prefer to visit only certain types of locations. There are thus various factors that go
into the POI selection, and it is very important to personalize the recommendations for
each user, with those factors taken into consideration.

Existing studies have focused on the nonpersonalized popularity of POI, and the
user’s time budget, including the total travel time, which considers the distance traveled
between travel destinations and the time spent at the destination [6,7]. Regardless of the
user’s personal preference, if a place is well-known, that place unconditionally has a high
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popularity score. Therefore, it does not take into account the preference of users who do not
consider the popularity of the destination as an important factor. Moreover, personalized
importance for other factors, such as tour distance or diversity, are rarely considered [8].

In order to solve the problem, this study focused on the personalization of each element
for each user. Each user’s personal preference for popularity, distance and diversity was
inferred based on the ratings that each user had given to travel destinations in the past. The
personalized scores for each element were calculated as follows:

• Personalized diversity score (p-Div): This score reflects a user’s preference score for
each category, and is obtained by counting the categories of the travel destinations
each user has visited in the past. If the user repeatedly visits only a specific category,
the score of that category is relatively high; when a user visits various categories, the
score distribution is even.

• Personalized popularity score (p-Pop): This score indicates how much importance
a user places in the popularity of the travel destination. This score is obtained based
on the average popularity of the travel destinations that the user has visited in the
past. This score is higher if the user prefers famous tourist destinations, and lower
otherwise. It controls the impact of the popularity of the tourist destination on the
final recommendation.

• Personalized distance score (p-Dis): This score indicates how much the user consid-
ers the travel distance in selecting the POI. It is determined based on the average
distance between destinations that the user has visited in the past. The score is high if
the average distance is short, and a lower weight is given for longer average distance,
thus controlling the impact distance has in recommending a tourist destination based
on the distance between the user’s estimated location and the destination.

We trained an autoencoder with the ratings left by users in POIs to predict ratings for
POIs that users have not yet visited. Users’ more recent ratings provided a greater weight to
the model’s training. Then, the top N POIs were recommended after deriving the final score,
by summing the personalized scores for each aspect, as described above. The proposed
model was evaluated based on data from one of the popular travel destinations in South
Korea, Jeju Island. Specifically, we collected 156 POIs located on Jeju Island on TripAdvisor,
29,020 ratings left by 7718 users who visited the venue, 109 POIs located on Jeju Island
in Naver, and 270,806 ratings left by 109,754 users who visited the Island. As a result of
experiments based on these data, the highest recommendation accuracy was observed
when each factor was personalized and reflected in the recommendation as we suggested.

The main contributions of this paper can be summarized as follows:

• We investigated a way to quantify a user’s personal preference for each travel-related
aspect (diversity, popularity and distance) based on their tour history.

• We proposed a novel tour recommendation method that is able to consider each
user’s personalized taste for various aspects of POIs as well as their predicted ratings
on them.

• We conducted extensive experiments to evaluate the proposed method. The results
show that our idea of considering user tastes for various aspects is really effec-
tive in recommending potential POIs, which makes our method outperform several
baseline methods.

The remainder of the paper is structured as follows: Section 2 describes related studies.
In Section 3, we introduce our data and define some notations. Section 4 describes the
proposed method in detail. Section 5 details the experimental environment, and Section 6 re-
ports the experimental results. Finally, Section 7 summarizes the conclusions and introduces
future research topics.

2. Related Work

As recommendation systems have become popular, tour recommendations have also
become one of the important research areas [6–12]. Most of the studies produced recom-
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mendations based on social media data, such as Flickr, Yelp and Foursquare [13]. In the
case of Flickr, information about images, locations and times taken in geotagged photos
were mainly used [6,7,11,14], and for Yelp and Foursquare, the ratings on POIs were mainly
used [8,12]. In one study [11], the users’ preferences were identified by measuring the
time duration at the POI based on the location and time information included in the users’
photographs. In studies [6,7], the places visited were identified using location data where
the photos were taken, and users’ preferences for each travel destination category were
identified based on the category distribution of those places. Ref. [8] used the ratings given
by users to POIs to understand users’ preferences.

For a successful travel destination recommendation, it is important to understand
how important popularity, diversity and distance are for each user. However, most existing
studies miss one or more of the aforementioned factors. Table 1 summarizes the factors that
related studies consider as part of personalization, and those that do not. For popularity,
most studies give high scores to famous travel destinations regardless of whether the users
value popularity as an important factor [6,7,9,11,12]. In the case of the distance to the desti-
nation, most studies only used this for calculating the time budget. For example, in [7,11],
the user’s movement speed was predefined (4 km/h or 5 km/h) and the destination was
selected so that the time taken to reach the location did not exceed the user’s time budget.
In [6], the authors would only recommend places based on setting the distance budget
between POIs and making sure the distance between POIs did not exceed the distance
budget. However, to the best of our knowledge, there have not been any studies reflecting
the users’ preferences towards distance factor, whether they preferred closeness to a POI
or not.

Table 1. Comparisons of related work and our method. X: does not reflect that aspect in recommen-
dations;4 : reflects the aspect, but does not consider personalization of that aspect; O: personalizes
and reflects that aspect into recommendations.

Methods Popularity Personalization Diversity Personalization Distance Personalization

Based on user interests and visit durations [11] 4 © 4
POI availability and uncertain traveling time [8] X X 4

User interests from geotagged photos [6] 4 X 4
Based on queuing time [7] 4 © 4

Learning points and routes [9] 4 © 4
Aurigo [12] X © ©

Ours © © ©

Of the existing research, only Aurigo [12] personalized both distance and diversity
aspects and reflected both aspects in their recommendations. However, since Aurigo
received direct input about the distance criterion and preference of category from users,
personalization was possible. This method can therefore only be used in an environment
in which direct interaction with the user is possible. We propose a method to personalize
all of the popularity, distance and diversity metrics, and reflect them in recommendations
without requiring an interactive system.

In the context of collaborative filtering, an autoencoder-based rating prediction and
recommendation has been studied [15–17], which is also related to this work. An autoen-
coder is a deep neural architecture trained to produce its output as similar with the input as
possible. In the recommender systems area, the autoencoder is used to reconstruct a dense
vector with predictions on the missing entries by feeding a sparse vector [15,16]. The early
work [15] proposed user-specific autoencoder for recommendation, while AutoRec [16]
used just one autoencoder that was trained based on the entire dataset. There are two
variants of AutoRec depending on input types: user-based AutoRec uses user rating vec-
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tors as inputs and item-based AutoRec uses item rating vectors as inputs. HybridAE [17]
suggested a hybrid recommender system based on an autoencoder, which incorporated
user-item rating matrix and contents information for the solution to the lack of information.

3. Preliminaries
3.1. Data Description

We collected data from Jeju Island, one of the most famous tourist cities in Korea.
Information and reviews on travel destinations in Jeju were collected from TripAdvisor [18]
and Naver. We crawled 156 registered destinations and collected 7718 users’ 29,020 reviews
from TripAdvisor. Based on 156 TripAdvisor destinations, we collected 109,754 users’
270,806 reviews posted on Naver Map. The dataset includes the anonymous user ID, rating
and date. Ratings were scored on scales of 1 to 5 and 0.5 to 5, respectively, for TripAdvisor
and Naver. Table 2 shows the statistics of the dataset we collected.

Table 2. Data statistics.

Dataset #Users #POIs #Ratings #Categories

TripAdvisor 7718 156 29,020 10
Naver 109,754 109 270,806 8

3.2. Preliminaries and Notations

The notations used in our work are summarized in Table 3. We define a list of (user,
POI, category), tour history, rating matrix, and diversity matrix for each user as follows:

• (User, POI, category) list: We have a set of m users, a set of n POIs, and a set of i
categories, respectively, defined as: U = {u1, u2, . . . , um}, P = {p1, p2, . . . , pn}, C = {c1,
c2, . . . , ci}. Each POI pn is associated with just one category.

• Tour history: The tour history of each user is defined as Hu = ((p1, rup1 , tu
p1

, np1 , ep1 ,
cp1), . . . , (pn, rupn , tu

pn , npn , epn , cpn )). Here, the components of each tuple are POI pn
visited by user u, the rating rupn left on pn, the date the rating was given tu

pn , the
latitude npn and longitude epn of the POI and the POI category cpn .

• Rating matrix: We aggregate the rating data included in the tour history of all users
and combine the ratings left by all users on the POIs into a single sparse matrix
R = (rup)m×i. Element rup has a rating if user u left a rating on POI p.

• Diversity matrix: We aggregate the category information included in each user’s
tour history by calculating the number of visits for each category by all users and
creating a sparse matrix D = (duc)m×n. The number of times user u visited category c
is represented as duc, computed by:

duc = ∑
ux∈U

∑
p∈Hu

δ(u = ux) · δ(c = cp) (1)

where δ(u = ux) is an indicator function that returns 1 when ux and u are equal, and
returns 0 when they are not. If u has never visited c, a value of 0, meaning empty, is
assigned to duc.
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Table 3. Notations.

Symbol Description

U a set of users
u a user
P a set of POIs
p a POI
C a set of categories
c a category
Hu tour history of user u
np latitude of POI p
ep longitude of POI p
cp category of POI p
rup rating of POI p by user u
tu

p date of rating left by user u at POI p
duc diversity score of category c by user u
R rating matrix
D diversity matrix

4. Method
4.1. Overview

Our main aim was to identify each user’s personalized preferences for popularity,
diversity and distance, and recommend travel destinations based on these data. Each
personalized score was defined as p-Div, p-Pop and p-Dis, and the way in which these
values were calculated are explained in detail in the next sections. Then, we calculated the
final score S(u, p) for the POI p of user u by obtaining a normalized weighted sum of (1)
predicted the rating of u on p, (2) popularity of p and (3) distance from u to p, where each of
the personalized scores p-Div, p-Pop and p-Dis were used as weights. Finally, we suggested
the user’s top N destinations based on the highest S(u, p). The conceptual overview of our
recommendation system is illustrated in Figure 1.
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Figure 1. System overview.

4.2. Diversity Personalization

This section describes the adaptation of personal preference for diversity of POIs in the
POI recommendation. We defined a value p-Div(u, p): it is high for a POI p from a specific
category if u only visited a certain type of destination; conversely, if u visited diverse types
of destinations, the value p-Div(u, p) would be evenly high for various categories. Then, to
reflect the characteristic in the prediction, we also predicted each user’s rating for each POI
and multiplied the predicted rating by p-Div(u, p) as a weight.
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We used an autoencoder to predict the user’s rating and the value of p-Div. Each
column vector of the sparse matrix D composed of the number of visits by category was
used as an input–output to train the autoencoder, and the dense matrix D̂ was derived by
using the aggregated reconstructed output from the trained autoencoder. The loss function
of the autoencoder was calculated as follows:

L(D) =
√
(

1
m
)

m

∑
u=1

(du − d̂u)2 (2)

where du is u’s (sparse) category preference vector and d̂u is the predicted (dense) category
preference vector. We defined each element duc of D̂ as the value of p-Div(u, p) for u’s
category c. We consider that u views diversity to be an important factor in POI selection
if the distribution of a user’s p-Div(u, p) is evenly distributed across all categories. If p-
Div(u, p) is only high for certain categories, it can be regarded as the user preferring a
specific category rather than a diversity of categories.

Next, we predicted the ratings for unvisited POIs. We trained the autoencoder using
each column vector of R. Then, using the trained autoencoder, we derived a dense matrix
R̂ containing predicted ratings. The loss function used for training was as follows:

L(R) =
√
(

1
∑m

u=1 δ(ru 6= 0)
)

m

∑
u=1

(ru − r̂u)2 · δ(ru 6= 0) · tu (3)

where δ(rup 6= 0) is an indicator function that returns 1 if u leaves a rating on p, otherwise,
0. By doing so, we limited the loss only to observed elements in the vectors. Note that, in
Equation (2), we did not use the term δ(rup 6=) so that the zeros included in D could also
be considered in the loss function. This is because missing entries in D are meaningful in
that they convey information that a specific category has not been visited. However, we
chose to use the indicator function for learning R since it is an extremely sparse matrix that
includes too many zeros, which might dominate the small number of observed ratings [19].

In addition, we defined a weight vector tu that has a larger value if the ratings left by
a user was more recent. This was done so that the more recent ratings would have a greater
influence on model training. Each element tu,p of this vector was computed as follows:

tu,p = 0.5 +
tu

p −min(tu)

max(tu)−min(tu)
× 0.5 (4)

where max(tu) and min(tu) are the maximum and minimum values of the time at which u
left a rating and are used for normalization.

Finally, we applied the value we acquired by multiplying each element ˆrup of R̂ with
u’s p-Div(u, p) from D̂ ’s (u, c) element for the final recommendation.

4.3. Popularity Personalization

In this section, we explain how the popularity of a POI is personalized and considered
in the recommendations. First, the absolute popularity score of each POI was obtained, and
then the p-Pop score, which indicates how important each user considers the popularity
aspect to be, was calculated. Then, the two values were simply multiplied and reflected in
the final recommendation.

The nonpersonalized popularity score of a POI p, denoted as Pop(p), was calculated
using the number of nonduplicate visitors to p and the average of the ratings left by them.
The specific formula was as follows:

Pop(p) =
rp

Cnt(p)
+

Cnt(p)
∑py∈P Cnt(py)

× 5 (5)



Electronics 2022, 11, 1120 7 of 14

where each rp and Cnt(p) was computed by:

rp = ∑
u∈U

∑
py∈Hu

δ
(

p = py
)
· rup (6)

Cnt(p) = ∑
u∈U

∑
py∈Hu

δ
(

p = py
)

(7)

Equation (6) calculates the sum of the ratings left by users for p. Equation (7) counts
the number of ratings that users have left in p. Since the average of the ratings, which is the
first term of Equation (5), can have a value between 1 and 5, the second term is multiplied
by 5 to match the ranges of the two terms.

Next, we calculated the p-Pop score, which implies how much the user considers
popularity when selecting a POI. We first plotted the average popularity distribution of
POIs visited by each user. The results are shown in Figure 2, in which the left graph displays
the average popularity distribution of POIs visited by TripAdvisor users, and the graph on
the right is that of Naver users. Using these graphs, we can see that some users only visit
famous POIs, whereas others do not. To capture this aspect, we defined the personalized
popularity weight p-Pop for user u as the average popularity of POIs visited by u as follows:

p-Pop(u) =
Pop(u)
Cnt(u)

(8)

where each Pop(u) and Cnt(u) was computed by:

Pop(u) = ∑
ux∈U

∑
py∈Hu

δ(u = ux) · pop(py) (9)

Cnt(u) = ∑
ux∈U

∑
py∈Hu

δ(u = ux) (10)

Here, Equation (9) is the sum of the popularity of POIs visited by u, and Equation (10)
counts the number of POIs visited by u. The higher the value of p-Pop(u), the more
important u values popularity in a POI selection. Finally, we reflected the value obtained by
multiplying the popularity value Pop(p) of a POI by p-Pop(u) in the final recommendation.
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Figure 2. Average of popularity values for each user.

4.4. Distance Personalization

We took into account users’ personal preferences on whether or not they preferred
short distances to travel destinations when providing recommendations. We first assumed
that the center of the coordinates of the POIs visited by user u in the past was the starting
point for u. Then, the nonpersonalized distance score between each POI not visited by u
was calculated. Next, we derived the p-Dis weight, which indicates how important each
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user considers the distance aspect to be. The result of multiplying the two values was
reflected in the final recommendation.

First, the nonpersonalized distance score, denoted as Dis(u, p), from the starting point
of u to each nonvisited POI p was calculated as follows:

Dis(u, p) = max(H(u, py ∈ P))−H(u, p) (11)

where H(u, p) is a function that calculates the distance from u to p using the Haversine
Formula (the Haversine formula determines the great-circle distance between two points
on a sphere given their longitudes and latitudes [20]). In order to give a higher score for a
closer distance, we calculated “the distance to the further POI that u could go to” minus
“the distance to each p”. As a result, the closer the distance between u and p, the higher the
value of Dis(u, p).

Next, we computed p-Dis. We first plotted the average distance distribution of POIs
visited by each visitor. The result is shown in Figure 3, in which the graph on the left shows
the average distance distribution of POIs visited by TripAdvisor users and the graph on
the right shows the ones visited by Naver users. From the graph, we can confirm that some
users only visit POIs nearby while others do not. To capture this aspect, we calculated
the personalized distance weight p-Dis of u by using the average of the POIs visited by u
as follows:

p-Dis(u) = max(avg(ux ∈ U ))− avg(u) (12)

where avg(u) indicates the average distance between POIs visited by u. The higher the
value of p-Dis(u), the higher the distance is considered as an important factor in u’s POI
selection. Finally, the value obtained by multiplying the distance value Dis(u, p) of the POI
by p-Dis(u) was reflected in the final recommendation.
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Figure 3. Average of distance (km) to POIs visited for each user.

4.5. Final Score Computation

With the aggregation of the scores obtained from the previous sections, we calculated
the final score S(u, p) for the POI p for user u. We first normalized the previously acquired
nonpersonalized values Pop(p) and Dis(u, p) into a scale from 0 to 5, in line with the rating
scale. Then, the final score S(u, p) was calculated as the weighted sum of the scores for
each aspect as follows:

S(u, p) = α · ˆrup · p-Div(u, p) + β · Pop(p) · p-Pop(u) + γ · Dis(u, p) · p-Dis(u) (13)

where α, β, γ are hyperparameters that control the importance of diversity, popularity and
distance aspects, respectively. We found the optimal values for α, β, γ through a grid search.
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5. Experimental Settings
5.1. Dataset

As mentioned in Section 3.1, we conducted experiments using data from TripAdvisor
and Naver. Of the 29,020 reviews collected from TripAdvisor and 270,806 reviews collected
from Naver, we removed reviews that were either:

• Reviews with missing ratings or user IDs.
• Reviews left by users with less than five tour histories; the user was also excluded

from the user list.
• Reviews on a POI with fewer than 10 reviews; the POI was also excluded from the

POI list.

Among the remaining reviews, we split, respectively, the past 80% and the recent
20% as training and test data, according to the time the reviews were written. Since the
sentiment of the user was already expressed in the review, we did not analyze the review
text itself.

We plotted the distribution of the number of visitors by POI and category. The results
are shown in Figures 4 and 5. The left graph shows the data from TripAdvisor and the right
shows the distribution from the Naver data. In all cases, we could observe a typical power
law distribution. Details on each category ID are shown in Table 4.
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Table 4. Categories of POIs.

Category Id Naver TripAdvisor

0 theme park landscape
1 museum theme park
2 landscape eco park
3 eco park museum
4 art museum shopping
5 shopping scenic drive
6 activities activities
7 structure structure
8 art museum
9 place of worship

5.2. Evaluation Metrics

The accuracy of a recommender system means the ratio of the recommended items
appear in the ground truth. In the literature, various metrics have been developed to
measure the recommendation accuracy. Among many others, we adopted precision, recall,
normalized discounted cumulative gain (NDCG) and mean reciprocal rank (MRR) [21]. Precision
and recall are the metrics that quantify how many times a model “hits” the ground truth
items. Unlike the previous evaluation metrics, NDCG and MRR consider the rank of the
correct item in the recommended list provided to users.

Formally, for a user u, let Recu denote a ranked list of N items recommended to u by
an algorithm and Testu be a set of ground truth items in a test data. In order to evaluate
each Recu, the four metrics are computed as:

Precisionu@N =
|Testu

⋂
Recu|

|Recu|
(14)

Recallu@N =
|Testu

⋂
Recu|

|Testu|
(15)

DCGu@N =
N

∑
k=1

2yk − 1
log2(k + 1)

(16)

MRRu@N =
1

rank f irst(u)
(17)

where DCGu@N in Equation (16) denotes the discounted cumulative gain for each user and
yk stands for the relevance score of the kth ranked item in Recu to user u (yk = 1 if the item is
correct and 0 otherwise). Then, the normalized DCG (NDCGu@N) is computed by dividing
DCGu@N with a DCG obtained by an ideal ranking algorithm. rank f irst(u) in Equation (17)
indicates the ranked position of the first correct item among those in Recu [22].

5.3. Implementation Details

For the autoencoders in our framework, we used a SELU function and an identity
function as the activation functions of the hidden layers and the output layer, respectively.
We used Xavier’s network initialization approach [23]. We set the minibatch size to 64, the
learning rate to 0.001 and the dropout rate to 0.5. Our autoencoder for the rating prediction
had the structure input → 90 → 70 → 90 → output. The autoencoder for our category
diversity prediction had a relatively simple structure of input→ 5→ output.

6. Results and Analysis

We first plotted a loss curve to check whether the autoencoder was properly trained
on the diversity matrix D and the rating matrix R. The results are shown in Figures 6 and 7.
Figure 6 is the loss curve from the autoencoder trained on R, and Figure 7 is the loss
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curve from the autoencoder trained on D. We observed that all curves converged at
appropriate epochs.

Next, we measured the accuracy of the proposed method. The experimental results are
summarized in Figure 8 and Tables 5–7. Each method listed in the Algorithm column of each
table is a baseline for comparison with the proposed method. First, the above four baselines
are random recommendations and algorithms that consider only one of the three aspects.
For example, the random method randomly recommends N of the unvisited POIs. The
popularity baseline method recommends the top N POIs based on personalized popularity
and the rating method recommends the top N POIs based on the rating predictions of the
autoencoder. The distance baseline recommends the top N POIs based on the personalized
distance score. The next seven baselines are methods that consider more than one aspect.
For example, Popularity + Rating adds up only the popularity and rating scores. Popularity
+ Rating + Diversity, is a recommendation method that considers popularity, rating and
diversity. In the case of diversity, since POIs of the same category have the same value, it
is not appropriate to consider the diversity score alone, so we ensured that diversity was
considered along with the rating. The proposed method considers all aspects.

Train loss

Validation loss

Train loss

Validation loss

Figure 6. Loss curve (rating prediction).

Train loss

Validation loss

Train loss

Validation loss

Figure 7. Loss curve (diversity prediction).

We confirmed that the proposed method showed higher accuracy than all the baseline
algorithms for both datasets, and for all cases of top-1, top-2, and top-3 recommendations.
Among the baselines, all methods considering popularity performed relatively well, and
rating, distance and rating+diversity showed relatively low accuracy when used alone.
However, since the performance of the proposed method that takes into all of these factors
into account was the highest, it can be interpreted that each factor was combined to produce
a positive synergistic effect. The proposed method improved by 82%, 24% and 10% the
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top-1, top-2, and top-3 recommendations compared to the popularity recommendation in
the Naver data, respectively, and 34%, 17% and 20% improvement in the TripAdvisor data,
respectively. In terms of recall, the recommendation accuracy was improved by 129%, 35%
and 10% in the Naver data, and 39%, 17% and 22% in the TripAdvisor data.
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Figure 8. Accuracy comparisons.

Table 5. Top 1 recommendation accuracy comparison.

Dataset Algorithm Precision Recall nDCG MRR Dataset Algorithm Precision Recall nDCG MRR

Naver

Random 0.0174 0.012 0.0174 0.0174

TripAdvisor

Random 0.0067 0.004 0.0067 0.0067
Popularity 0.1021 0.0462 0.1021 0.1021 Popularity 0.1336 0.1038 0.1336 0.1336
Rating 0.0195 0.0095 0.0195 0.0195 Rating 0.0092 0.0044 0.0092 0.0092
Diversity 0.0327 0.0159 0.0327 0.0327 Diversity 0.01 0.0048 0.01 0.01
Distance 0.0176 0.0125 0.0176 0.0176 Distance 0.0167 0.0131 0.0167 0.0167
Popularity+Rating 0.1487 0.0815 0.1487 0.1487 Popularity+Rating 0.1336 0.1038 0.1336 0.1336
Popularity+Distance 0.1183 0.0564 0.1183 0.1183 Popularity+Distance 0.1611 0.1323 0.1611 0.1611
Rating+Distance 0.019 0.0096 0.019 0.019 Rating+Distance 0.0159 0.0091 0.0159 0.0159
Popularity+Diversity 0.1567 0.0890 0.1567 0.1567 Popularity+Diversity 0.1352 0.1047 0.1352 0.1352
Distance+Diversity 0.0196 0.0104 0.0196 0.0196 Distance+Diversity 0.0234 0.0143 0.0234 0.0234
Popularity+Distance+Rating 0.1544 0.0862 0.1544 0.1544 Popularity+Distance+Rating 0.1669 0.1367 0.1669 0.1669
Proposed 0.1858 0.1056 0.1858 0.1858 Proposed 0.1786 0.1442 0.1786 0.1786
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Table 6. Top 2 recommendation accuracy comparison.

Dataset Algorithm Precision Recall nDCG MRR Dataset Algorithm Precision Recall nDCG MRR

Naver

Random 0.019 0.0225 0.0233 0.0281

TripAdvisor

Random 0.0067 0.0089 0.0096 0.0117
Popularity 0.1172 0.1198 0.134 0.1542 Popularity 0.1189 0.192 0.1724 0.1811
Rating 0.0208 0.0212 0.0245 0.0297 Rating 0.0092 0.0092 0.011 0.0134
Diversity 0.0327 0.0347 0.0394 0.0474 Diversity 0.0125 0.0144 0.0148 0.0171
Distance 0.0193 0.0247 0.0246 0.028 Distance 0.0188 0.0269 0.0253 0.0267
Popularity+Rating 0.1355 0.1519 0.1691 0.1968 Popularity+Rating 0.124 0.1982 0.1773 0.1857
Popularity+Distance 0.1264 0.1344 0.1486 0.1724 Popularity+Distance 0.1223 0.2002 0.1884 0.207
Rating+Distance 0.0195 0.0191 0.023 0.0284 Rating+Distance 0.0184 0.0222 0.0223 0.0263
Popularity+Diversity 0.1267 0.1496 0.1659 0.1948 Popularity+Diversity 0.1244 0.1978 0.1779 0.1866
Distance+Diversity 0.0201 0.0226 0.0248 0.0291 Distance+Diversity 0.0267 0.0357 0.0339 0.0376
Popularity+Distance+Rating 0.1224 0.1388 0.1589 0.1893 Popularity+Distance+Rating 0.1315 0.2148 0.1992 0.2116
Proposed 0.1457 0.1620 0.1868 0.2177 Proposed 0.1386 0.225 0.2099 0.2229

Table 7. Top 3 recommendation accuracy comparison.

Dataset Algorithm Precision Recall nDCG MRR Dataset Algorithm Precision Recall nDCG MRR

Naver

Random 0.0194 0.0341 0.0296 0.0357

TripAdvisor

Random 0.0128 0.0244 0.0209 0.0243
Popularity 0.1183 0.1954 0.1645 0.1837 Popularity 0.0957 0.2273 0.1887 0.1953
Rating 0.0218 0.0344 0.0302 0.0368 Rating 0.0089 0.0146 0.0127 0.0161
Diversity 0.0316 0.0515 0.0459 0.0562 Diversity 0.0131 0.0241 0.019 0.0218
Distance 0.0209 0.0393 0.0319 0.0356 Distance 0.0175 0.0358 0.0296 0.0314
Popularity+Rating 0.1217 0.207 0.1879 0.2179 Popularity+Rating 0.0996 0.2371 0.1948 0.2008
Popularity+Distance 0.1168 0.189 0.1679 0.1931 Popularity+Distance 0.1041 0.253 0.2132 0.2205
Rating+Distance 0.0199 0.0315 0.0279 0.0348 Rating+Distance 0.017 0.0333 0.0266 0.031
Popularity+Diversity 0.1068 0.1898 0.1770 0.2110 Popularity+Diversity 0.1007 0.2403 0.1968 0.2016
Distance+Diversity 0.0219 0.0365 0.0313 0.0366 Distance+Diversity 0.0253 0.0527 0.0413 0.0451
Popularity+Distance+Rating 0.1074 0.1848 0.1734 0.2078 Popularity+Distance+Rating 0.1132 0.2765 0.2288 0.2341
Proposed 0.1296 0.2144 0.2036 0.2383 Proposed 0.1152 0.2779 0.2348 0.2429

7. Conclusions and Future Work

In this paper, we proposed a tour recommendation method, where the main idea was
to personalize the user’s preference for each element. We first built a rating matrix and
a diversity matrix for training an autoencoder. Then, a personalized diversity score was
derived based on the reconstructed outputs from the autoencoder. Then, the popularity
and distance scores of the POI were obtained, as were the degree to which users considered
popularity and distance to be important factors in the POI selection, multiplied as weights,
and reflected in the final recommendation. The proposed method was evaluated using
TripAdvisor and Naver data and showed higher recommendation accuracy than other
baselines in all cases.

We believe that there are many other aspects that could be considered in travel des-
tination recommendation aside from the diversity, popularity, and distance factors we
considered. In our future work, the weather conditions and the peak season period of each
POI will also be considered. Based on the individual POI recommendations, we will work
on travel routes recommendations. We also plan to research travel recommendations based
on user composition (couples, families, friends and individual) to provide more precise
recommendation than current general recommendation.
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