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To obtain additional depth and visual information in endoscopic surgery, a dual surgical

navigation system using virtual reality (VR) and augmented reality (AR) techniques com-

plementarily was developed. A VR environment was constructed in the default 3-D view of

the navigation software and an AR environment was developed as a plug-in module. The

spatial relationships among the target organ, endoscope, and surgical tools were visualized,

and the visual information superimposing invisible organs on the endoscopic images was

supplied using the AR environment. Phantom experiments and preliminary clinical appli-

cation showed promising results for surgical navigation.

Keywords: augmented reality, endoscopic surgery, image guided surgery, surgical navigation, virtual

reality

1. INTRODUCTION

Virtual reality (VR) technology and augmented reality (AR) technology have
been employed in surgical navigation systems (Nakamura et al. 2010; Ukimura
and Gill 2009; Liao et al. 2010; Tomikawa et al. 2010; Low et al. 2010). In particular,
AR technology allows for radiographic images to be superimposed on real
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endoscopic or microscopic images, which provides valuable information about the
position of target sites or important vessels inside the organs of interest. A number
of studies have been performed to improve accuracy and visualization using these
techniques. Kawamata et al. (2002) used the AR technique in endoscopic surgery.
A wire-frame model was overlaid on raw endoscopic images to provide spatial infor-
mation. The wire-frame model was registered manually and the color of the
wire-frame model indicates the distance between the endoscope and the organ. Su
et al. (2009) applied AR to robot-assisted laparoscopic surgery. A 3-D surface model
was overlaid on the real-time stereo-endoscope during robot-assisted laparoscopic
partial nephrectomy. A manual registration method was applied for coarse align-
ment and a surface-tracking technique was employed for fine alignment. Sugimoto
et al. (2010) applied mixed reality (MR) to endoscopic surgery. MR refers to a
mixture of VR and AR that complement each other. Using the MR environment,
the organs inside the patient can be projected onto the skin of the patient to display
the spatial relationships between the endoscope and the organs.

On the contrary, VR-based surgical navigation is common in commercially
available systems, the StealthStation (Medtronics, Inc., MN, US) and VectorVision
(BrainLab, Inc., NJ, US) are widely used commercialized systems (Morioka et al.
1999; Gumprecht, Widenka, and Lumenta 1999). It can provide accurate positioning
of surgical tools on radiographic images, but surgeons cannot see the crucial endo-
scope or microscope screen while they are looking at the VR-based navigation.
Therefore AR navigation can be considered more useful in this respect.

One of the key issues related to AR surgical navigation is the lack of depth
information in the endoscopic images, even if overlaid target organ models are sup-
plied during surgery. This concern is common among surgeons who have been using
such endoscopic surgical navigation systems (Sugimoto et al. 2010; Su et al. 2009;
Kawamata et al. 2002). Ukimura et al. (2009) and Kawamata et al. (2002) have
attempted to deliver the necessary depth information using color coded methods
to overlay target objects. However, the color of translucent images may either be
unclear or interfere with the background endoscopic images. There have also been
several studies of systems that use 3-D endoscopes to provide 3-D depth information
(Mitchell et al. 2002; Mountney et al. 2006; Mourgues, Devernay, and Coste-
Maniere 2001; Mueller-Richter et al. 2003). Moreover, there are several commercial
systems, such as 3-D=2-D endoscopic imaging systems for the da Vinci surgical
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system (Olympus Co. Ltd, Tokyo, Japan), wedge prism 3-D endoscope (Shinko
Optical Co. Ltd, Tokyo, Japan), and Wasol’s 3-D endoscope (Wasol, Seoul, Korea).
Surgeons, however, should wear special glasses during this type of surgery, and the
system is not popular yet because of its complexity, high cost, and inherently causing
fatigue in surgeons that use it.

In this study, by using VR navigation and synchronizing it with AR navi-
gation, we attempted to resolve the depth problem. We developed a surgical navi-
gation system using AR and VR techniques simultaneously. These two techniques
are used in a complementary manner and assist surgeons by providing additional
depth and width information for the surgical area.

In the proposed system, an optical position sensor or an electromagnetic sensor
detects the position of the endoscope and the surgical instruments. Based on the pre-
determined camera calibration parameters, a rendered 3-D object is placed on the
endoscopic image with an AR technique. At the same time, the positions of the endo-
scope and the surgical instruments are also displayed in virtual 3-D space, i.e., a VR
environment. Finally, the surgeon can perform the surgery referring to the augmen-
ted endoscopic images. Whenever the surgeon wants to know the distance to the tar-
get overlaid on the endoscopic image, he can confirm it on a VR view that is
synchronized with an AR view. To verify the performance of the proposed dual navi-
gation system, phantom experiments were conducted in several conditions using
either CT or MR image volume data and the Polaris Vicra or the Aurora systems
as position sensors. A preliminary clinical application analysis was also conducted
in a cochlear implant surgery. Phantom experiments and a preliminary clinical
application test were conducted to confirm the feasibility of this proposed surgical
system.

2. METHODS FOR DUAL SURGICAL NAVIGATION

2.1. System Architecture of Dual Surgical Navigation

3D Slicer (Brigham and Women’s Hospital, Boston, USA) is a free
open-source software that was used as a basic platform software in this research.
The proposed system consists of 3D Slicer, a tracker client, and a registration client
(Figure 1).

In this study, a VR environment was implemented in the default 3-D view
of 3D Slicer, and an AR environment was developed as a plug-in module
(VideoOverlay) and implemented as a child window of the 3D Slicer. Volume data
and surface model data were shared in both environments via 3D Slicer. The position
information for the target organ and the surgical tools were also shared in the
system.

To detect and track the surgical tools, such as the endoscope and forceps, an
optical position sensor (Polaris Vicra, NDI, Waterloo, Canada) and an electromag-
netic sensor (Aurora, NDI, Waterloo, Canada) were employed. Although the optical
system provides better accuracy and a wireless connection, it cannot recognize the
tool when the infrared is blocked by any person or machine located between the cam-
era and the tool. On the other hand, the electromagnetic system is less accurate and
needs a wired connection, but it can be used even in an environment where some

DUAL SURGICAL NAVIGATION USING VR AND AR 157



obstacles exist between the sensor and surgical tools. For the tracking of a flexible
endoscope, the electromagnetic sensor might be more appropriate because the end
tip of the endoscope is located inside the body. However, the accuracy of the electro-
magnetic sensor is worse than the optical position sensor, so selecting the proper sen-
sor system must be done while considering the surgery being performed.

The proposed system is capable of accepting these two sensor systems through
the tracker client module. We used both sensors in these experiments for evaluation.
To perform surgical navigation using AR and VR, image to patient (real-space)
registration, camera calibration and 3-D data rendering techniques are essential.
The registration client has roles for image to patient registration, and the tracker cli-
ent has roles for managing position sensors and camera calibration. Finally, VR- and
AR-based dual navigation was integrated and implemented in the VideoOverlay
module of 3D Slicer.

2.2. VR-Based Navigation

For the registration between image and patient, the paired point registration
method (Arun and Blostein 1987; Germano 2001; Nottmeier and Crosby 2007; West
et al. 2001; Challis 1995) was applied in the registration client (Hong and Hashizume
2010). The paired point registration method computes a transformation matrix using
at least three paired points between the patient and the image. The points can be
specified on the images by the manipulation of a computer mouse, and the coordi-
nates of the corresponding points on the patient’s body were also obtained using
the probe device of an optical or an electromagnetic position sensor. Using
VR-based navigation, the positional relationship between the target organs, endo-
scope, and surgical tools can be presented intuitively.

Figure 1. The proposed system consists of the 3D Slicer, a tracker client, and a registration client.
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2.3. AR-Based Navigation

To support endoscopic surgery with visual information superimposing invisible
organs on the endoscopic images, an AR technique was applied. First, camera cali-
bration was required to obtain the parameters of the endoscopic camera (Figure 2).
Through camera calibration procedures, intrinsic parameters, extrinsic parameters,
and lens distortion coefficients were obtained. For camera calibration, Zhang’s
method, which is widely used in the computer vision research field, was implemented
using a computer vision library, OpenCV (Intel 2000; Bradski and Kaehler 2008).

Using the results of camera calibration, a virtual camera model and rendering
environment are constructed and the 3-D model of the target tumors or important ves-
sels inside the organs of interest can be rendered. Because the rendering is conducted
with respect to the parameters of the endoscopic camera, the rendered results mimic
the shape and size of the real object. In addition, because the rendering is performed
with respect to the spatial relationship between the endoscope and organs, the position
and orientation of the rendered model coincide with the real target object.

2.3.1. Camera calibration. For camera calibration, a camera calibration
module was implemented in the tracker client (Figure 3a). This camera calibration
module conducts camera calibration with endoscopic images, tracking data, and cali-
bration patterns. The graphical user interface (GUI) of the client software was con-
structed with the Microsoft foundation class (MFC) library and the main functions
of camera calibration were implemented with the OpenCV library.

To conduct camera calibration, a calibration pattern is captured 9 times
in various directions and orientations. Using those captured images, intrinsic

Figure 2. Concept of camera calibration. Camera calibration is required to obtain the parameters of the

endoscope, which are intrinsic and extrinsic parameters and lens distortion coefficients. Using the results

of camera calibration, the relationship between the coordinate system of the position sensor and the coor-

dinate system of the real endoscopic camera can be computed.
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parameters and lens distortion coefficients are computed using Zhang’s method
(Zhang 2000). After that, the camera image is undistorted with the calculated para-
meters (Figure 3b). The extrinsic parameters are also calculated with respect to the
spatial relationship between the calibration pattern and the endoscopic camera.
The spatial relationship can be obtained with the captured, undistorted endoscopic
image.

When each undistorted endoscopic image is captured, the corner point of the
calibration pattern is detected, and 3-D reconstructed coordinates are computed.
Using the reconstructed coordinates, a transformation matrix of the endoscopic
camera from the calibration pattern, CPTC, is computed. The transformation matrix
is comprised of the extrinsic parameters of the camera, which are required to render
the 3-D model with respect to the spatial relationship between the real endoscopic
camera and the organs.

At the same time, a transformation matrix of the marker attached to the endo-
scopic camera from the position sensor, PTCM, and a transformation matrix, PTCP,
for the position sensor to the calibration pattern are obtained by measurement with

Figure 3. For camera calibration, a camera calibration module was implemented in the tracker client (a).

After camera calibration, correcting endoscopic image was conducted with those calculated parameters (b).
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the position sensors. From a series of transformation matrices, the relationship
between the coordinates of the endoscopic camera and the coordinates of the marker
attached to the endoscopic camera, CMTC, is finally calculated.

From the obtained transformation matrix, PTC is calculated as follows:

PTC ¼ PTCP
CPTC : ð1Þ

Because PTCM is also obtained by the Polaris, CMTC is calculated as follows:

CMTC ¼ PTCM
TPTC ¼ CMTP

PTC : ð2Þ

Using the CMTC matrix, a transformation matrix of the endoscopic camera from the
Polaris can be calculated as follows:

PTC ¼ PTCM
CMTC : ð3Þ

Using the calculated PTC matrix, the surgical navigation system can track the mar-
kers attached to the endoscope.

2.3.2. Overlaying 3D data on the endoscopic camera image. Rendering
3-D data is implemented with the Visualization ToolKit (VTK, Kitware Inc., NY,
USA) on the 3D Slicer. In this study, 3-D volume data from CT and MR was
acquired. For 3-D volume rendering, the surgical target organs are segmented and
volume rendering is conducted with a 3-D texture mapping method. Because the
3-D texture mapping method is a hardware accelerated rendering method, the result
of volume rendering is far faster than with any other software-based rendering such
as ray casting. Volume rendering, however, proved to be inappropriate in our study
because it has a time delay depending on the volume size, and is thus not suitable for
multi-object rendering.

Alternatively, 3-D surface models are generated from the segmented volumes
of the target organ in the 3D Slicer. Using those models, fast 3-D surface rendering
is conducted. Implementing multiple object rendering and opacity control are poss-
ible; thus when there are multiple organs that are important considerations for the
surgery they can be presented simultaneously on the endoscopic image.

For the augmented endoscopic images, a virtual graphic environment is con-
structed. In the virtual environment, there are 3-D data (volume data or 3-D surface
model data), endoscopic image view plane, and the endoscopic camera. First, using
the intrinsic parameters of the endoscopic camera, the relationship between the
endoscopic image plane and the endoscopic camera is determined. This means that
the plane is located at the center of the previous 3-D virtual space, and then the pos-
ition and orientation of the endoscopic camera is determined relatively with respect
to the intrinsic parameters. The endoscopic camera model mimics a general pinhole
camera model. Using the data from the position sensor system, a transformation
matrix that presents the relationship between the 3-D surface model and the virtual
endoscopic camera model is calculated, and finally a 3D surface model is overlaid on
the raw endoscopic image (Figure 4).

DUAL SURGICAL NAVIGATION USING VR AND AR 161



2.4. Phantom Experiments

To evaluate the accuracy of this system, a phantom experiment was conducted.
A 1.5 cm� 2 cm� 3 cm plastic cube representing the target was placed in a trans-
parent acrylic box (Figure 5). CT images with 1.0mm slices were acquired for this
phantom. T1-weighted MR imaging was also done with 3.0mm slices. Since the
phantom itself cannot be imaged in MR, we filled the box with pure water, and
obtained negative images for the cube.

Figure 4. Overlaying the surface model on endoscopic images. The surface model is overlaid accurately on

the endoscopic image (see the phantom in Figure 5).

Figure 5. The phantom for evaluation (left) and the experimental setup for evaluation (right).
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From the CT and MR images, the target cube part was segmented by a thresh-
old, and a surface model was generated. Finally, the surface model was rendered on
the endoscopic image.

For the experiments, a 10-mm straight vision laparoscope was used. In
addition, the Polaris Vicra optical position sensor and the Aurora electromagnetic
position sensor were employed.

We measured the error between the overlaid phantom and the real object in
various endoscopic angles from the horizontal to the vertical (Figure 6). According
to the angles, translational, angular, and area errors were measured. The endoscopic
angles were 0, 30, 60, 90 degrees, and the experiments were conducted 9 times for
each endoscopic angle.

The translational error was defined as the difference between the centroid of
the real phantom and the overlaid result, and the angular error was defined as the
angle difference between the real phantom and the overlaid model. The area error

Figure 6. Errors between the overlaid phantom and the real object in various endoscopic angles from hori-

zontal to vertical were measured. Translational, angular and area errors were measured at different endo-

scopic angles.

Figure 7. The left image is a 3-D rendering view (VR view) and the middle is the original endoscopic

image. The right image shows the resulting overlaid 3-D surface model data on the endoscopic image.

Evaluation was conducted using the raw endoscopic images and the augmented endoscopic images.
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was defined as the difference in area between the real phantom and the overlaid
result in the endoscopic images (Figure 7).

2.5. Clinical Application

We applied the proposed dual navigation system to a cochlear implant surgery.
Instead of the endoscope, a surgical microscope was used. The Polaris system
was employed as a position sensor, and the sterilized markers were attached to the

Figure 8. To attach the markers, an adapter was designed with CAD software and manufactured with

a CNC milling machine (a). After sterilizing the adapter and markers, those parts were set up on the

microscope (b).

Figure 9. Multiple organs were presented simultaneously on the endoscopic image. During the surgery,

segmented multiple objects, a microscope, and a surgical tool were rendered in the VR environment (left)

and a synchronized augmented microscopic image was generated with an AR technique (right).

164 S. KIM ET AL.



microscope body. To attach the markers, an adapter was designed with CAD
software and manufactured with a CNC milling machine (Figure 8a). After steriliz-
ing the adapter and markers, those parts were fixed onto the microscope (Figure 8b).
The cochlea and facial nerve were segmented and surface models were generated
preoperatively. Camera calibration of the surgical microscope was also conducted
in the preoperative time. Using previous results, surface models were overlaid on
the microscopic images (Figure 9).

3. RESULTS

A dual surgical navigation system with VR and AR techniques were proposed
and tested in simulated and clinical environments. To evaluate the performance of
this dual surgical navigation system that uses both VR and AR, phantom experi-
ments were conducted under several experimental conditions. The preliminary feasi-
bility of our system in clinical applications was evaluated in a surgical procedure that
was performed in the operating room.

For phantom experiments, CT and MR image volume data were employed,
and the Polaris Vicra and Aurora systems were applied. To account for various sur-
gical situations, the experiments were conducted using various endoscopic angles.
Through phantom experiments, the accuracy of the overlaid results was measured
(translational error, angular error, and area error). Figure 10 shows the overall
errors of distance, angle and area, respectively. The graphs show that the Polaris
Vicra system has less error than the Aurora system and the experiments with CT
data are more accurate than the experiments with MR data. This is because the

Figure 10. The experiments were performed with CT and MR image volume data using the Polaris Vicra

or the Aurora system as a position sensor. Errors are presented in graphs that show translational error (a),

angular error (b) and area error (c).
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Polaris system, which is an optical position sensor, performs better in surgical navi-
gation than the Aurora system, which is an electromagnetic position sensor. More-
over, CT data has less distortion than MR data. For these reasons, navigation with
CT data using the Polaris Vicra system shows better performance than the other
conditions.

In addition, the trend in error was observed for measurements taken with
endoscopic camera angles that were varied from the horizontal angle to the vertical
angle. The results according to the angle of the endoscopic camera are presented
graphically in Figure 11. When the Aurora system was used, the translational errors
decreased. On the other hand, the results of the Polaris Vicra had an increasing trend
in error size. In the errors of angle and area, the errors using the Aurora system were
larger than those using the Polaris Vicra system for all endoscopic camera angles.

A preliminary clinical application analysis of this system was conducted.
Numerical evaluation was not performed; we only confirmed the potential feasibility
of this system in clinical applications. The surgeon who performed the cochlear
implant surgery was satisfied with the results of this system.

4. DISCUSSION

We have developed a dual surgical navigation system for endoscopic surgery
using VR and AR techniques complementarily to obtain additional depth and visual
information for organs. With a VR environment, the spatial relationships among the

Figure 11. The evaluation results according to the varied angles of the endoscopic camera are presented

graphically. The graphs show translational errors (a), angular errors (b) and area errors (c).
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target organ, endoscope and surgical tools are visualized. With an AR environment,
augmented endoscopic images overlaying invisible organs on the raw endoscopic
images support the surgery. Surgeons can recognize and better understand the
surgical environment around the target, and perform their surgeries more safely
and accurately.

In phantom experiments, the overall error was less than 2mm with CT images
and an optical position sensor. Relatively high errors were observed with MR images
and an electromagnetic sensor. In addition, trends in errors according to endoscopic
camera angles were observed to account various surgical situations. In translational
errors, the results of the Aurora system had a downward trend while the results of
the Polaris Vicra system had an upward trend. In the errors of angle and area, more-
over, the results of the Aurora system had significantly larger errors than the Polaris
Vicra. These error trends according to the endoscopic angles were considered to be a
matter of recognition performance and the detectable volume area of the position
sensors. Furthermore, the positions of the detectable markers also affected the error
trends. When the Aurora system was used the markers were attached at the end of
the laparoscope, resulting in a shorter distance between the electromagnetic field gen-
erator and marker in near-vertical angle cases, and a shorter distance between the
electromagnetic field generator and marker has better accuracy. For this reason,
the errors using the Aurora system tended to decrease as the endoscopic angle
increased. Moreover, magnetic distortion occurred because the end of the laparo-
scope is made from metallic material and the marker was attached onto the metallic
body, and this affected the experimental results. Despite the relatively better results
in near-vertical endoscopic angles achieved using the Aurora system, the Aurora sys-
tem had larger errors overall compared to the Polaris Vicra system. When the Polaris
Vicra system was used the marker was attached to the body of the laparoscope,
resulting in a marker on the boundary region of the detectable volume in
near-vertical endoscopic angles. This affected the error trends, with the larger errors
occurring when the endoscopic angle was near-vertical and smaller errors occurring
with horizontal endoscopic angles.

In a clinical setting, our dual navigation system was applied to a cochlear
implant surgery. Although there were some problems because this system was
applied to a surgical microscope instead of an endoscope, the AR and VR navi-
gations were synchronized well. Although this was a preliminary study, this clini-
cal application analysis confirmed the feasibility of such a system in clinical
environments.

In our study, the displacement of soft organs was not considered. The reason
we selected cochlear implant surgery as a clinical application is that the surgery has
nothing to do with the organ deformation problem. It is clear for hard tissue organs
that there is no deformation before or after the imaging. For this reason, cochlear
implant surgery is very proper target surgery for our system. However, the displace-
ment of soft organs caused by inflating with carbon dioxide or by the timing of image
acquisition should be resolved before applying this system to abdomen area.

The evaluations of this study were oriented to the AR overlay accuracy rather
than the quantitative analysis about the dual navigation, because the nature of the
study and following evaluation is closer to qualitative aspects. If only the AR overlay
accuracy is guaranteed, it is apparent that the dual navigation is more beneficial than
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single VR or AR navigation. In addition, the surgeons who have observed and used
in the clinical study declared the usefulness of the dual navigation system. From these
points of view, the proposed system is considered to have significant advantages
compared to conventional systems.

5. CONCLUSIONS

By combining VR and AR technologies, an effective surgical navigation system
that can provide additional depth information about invisible organs was proposed.
Performance was verified in phantom experiments. It was also revealed that it is
important to select proper imaging modalities and the proper type of position sen-
sors for surgical navigation systems. The results of a preliminary clinical application
of this system showed clinical feasibility. We expect that this dual navigation system
could be a great help in particularly difficult surgeries using camera-based images.
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